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Foreword

Everywhere around you, you can find a digital storage device within arm’s
reach. We have “Electronic Attention Deficit Disorder:” our concentration
being pulled from one device to another.

You use a mobile device where you make your phone calls, send text messages,
post on Twitter, all while surfing the web. You use a computer to communi-
cate, pay bills, order groceries, or even watch television. You probably also use
one or more of the following devices on a daily basis: GPS, video game system,
eReader, MP3 player, digital video recorder, or more.

For better or worse, our lives—our personal/private data—are recorded on
these devices moment-by-moment. As a result, we are seeing the rise in crimes,
civil litigation cases, and computer security incidents that exploit your data
found on these devices. This Handbook is a powerful resource for investigating
these cases and analyzing evidence on computers, networks, mobile devices
and other embedded systems.

The demand for digital forensic professionals to analyze these devices has
increased due to the sheer number of cases that organizations now face. Major
incidents such as TJX, Heartland, and Hannaford may have drawn the most
media attention, but attacks against small, medium, and large businesses that
include data breaches, fund transfers, and intellectual property theft are no
longer rare. And these security breaches are costing organizations millions of
dollars. For the digital forensic investigator, he or she must be able to effec-
tively respond, investigate, and ultimately answer difficult questions. As crimi-
nal cases continue collecting a subject’s or victim's cell phone, computer, and
other electronic devices to solve a crime, and as civil lawsuits introduce elec-
tronically stored evidence, the investigator’s role is crucial.

For all of us, the digital forensic profession grows more challenging. We no
longer analyze just a desktop system for evidence. In many cases, we examine
an enterprise network with more than 1,000 nodes, a mobile device, or even
a portable game system. The skills and the knowledge required to meet the
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increasing demands placed on a digital forensic investigator today are immense.
That is why this Handbook helps us all. It sets the mark for an in-depth exami-
nation of the diversity that encompasses today’s digital forensic field.

Digital Forensics is undergoing a transition from a perceived ad hoc field into a
scientific one that requires detailed analysis combined with a variety of sound
and proven methods. One of the main themes that struck me while reading this
Handbook is the strong case made for why a scientific foundation is crucial to
analyze a case successfully. The Handbook is organized by the old and new dis-
ciplines in the digital forensic field where the new breakthroughs are occurring
daily. From network and mobile device forensics to traditional forensics using
the latest techniques against UNIX, Apple Macintosh, and Microsoft Windows
operating systems, this Handbook offers details that are extremely cutting edge
and provides new approaches to digital based investigations—from data theft
breaches to intellectual property theft. I particularly enjoy the sections that
provide detailed explanations in straightforward terms; they offer good ideas
that I hope to use in my own forensic reports.

When 1 first picked up the Handbook, I was impressed with the depth and
scope of expertise of the assembled author team. Many led the investigations
noted above and those that made national headlines in the past ten years. If you
had the ability to truly call a digital forensic “A-Team” together to help with a
case, these authors would comprise the majority of that team. We are fortunate
that they bring their hard-core practical experiences to each and every chapter.

It is clear that this Handbook will become a must read for new and seasoned
investigators alike.

I urge you to read and understand the principles presented in the following
pages. True scientific analyses that use the techniques presented here will allow
you to solve your cases. I hope you enjoy the Handbook as much as I have. My
hat is off to the authors for their continued contributions to the digital forensic
field and for coming together to produce this Handbook.

Rob Lee
Director, MANDIANT, Inc.
Digital Forensic Curriculum Lead and Faculty Fellow, The SANS Institute

BIO:

Rob Lee is a Director for MANDIANT (http://www.mandiant.com), a leading
provider of information security consulting services and software to Fortune
500 organizations and the U.S. Government. Rob is also the Curriculum Lead
for Digital Forensic Training at the SANS Institute (http://forensics.sans.org).



Rob has more than 13 years experience in computer forensics, vulnerability
and exploit discovery, intrusion detection/prevention, and incident response.
After graduating from the U.S. Air Force Academy, he served in the U.S. Air
Force as a founding member of the 609th Information Warfare Squadron, the
first U.S. military operational unit focused on Information Operations. Later,
he served as a member of the Air Force Office of Special Investigations where
he conducted computer crime investigations, incident response, and computer
forensics. Prior to joining MANDIANT, Rob worked directly with a variety of
U.S. government agencies in the law enforcement, Department of Defense, and
intelligence communities. He provided the technical lead for a vulnerability
discovery and exploit development team, ran a cyber forensics branch, and
led a computer forensic and security software development team. Rob is coau-
thor of the bestselling book, Know Your Enemy, 2nd Edition, and was named
“Digital Forensic Examiner of the Year” by the Forensic 4Cast 2009 Awards.
Rob holds a bachelor’s degree from the U.S. Air Force Academy and his MBA
from Georgetown University.
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CHAPTER 1

Introduction

Eoghan Casey

Computers and networks have become so ubiquitous in our society, such an
P d R CONTENTS

integral part of our daily lives, that any investigation or legal dispute will

likely involve some form of digital evidence. Crimes like child exploitation, Forensic

fraud, drug trafficking, terrorism, and homicide usually involve computers Soundness........... 3
to some degree (see Chapter 2, “Forensic Analysis”). Electronic discovery has
become so common in civil disputes that countries are updating their legal
guidelines to address digital evidence (see Chapter 3, “Electronic Discovery”). _
Investigations of intrusions into corporate and government IT systems rely Crime )
heavily on digital evidence, and are becoming more challenging as offend- Reconstruction..13
ers become more adept at covering their tracks (see Chapter 4, “Intrusion Networks and

Forensic Analysis
Fundamentals ..... 5

Investigation”). the Internet ....... 15
Media reports at the time of this writing clearly demonstrate the wide diversity ~Conclusions....... 16
of cases that involve digital evidence: References......... 16

m The University of California at Berkeley notified students and alumni
that an intruder had gained unauthorized access to a database
containing medical records of over 160,000 individuals.

= Members of an international child exploitation enterprise were
sentenced for participating in an illegal organization that utilized
Internet newsgroups to traffic in illegal images and videos depicting
prepubescent children, including toddlers, engaged in various sexual
and sadistic acts.

m David Goldenberg, an executive of AMX Corp, pled guilty to gaining
unauthorized access to and stealing sensitive business information
from the e-mail systems of a marketing firm that was working for a
competitor, Crestron Electronics.

Copyright Eoghan Casey, 2010. Published by Elsevier, Inc. All rights reserved.
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m The FBI is investigating a security breach of Virginia Prescription Monitoring
Program (VPMP) computer systems. The data thief placed a ransom
message on the VPMP web site, demanding payment of $10 million for the
return of 8 million patient records and 35.5 million prescriptions.

m Computers seized during military operations in Iraq contained details
about enemy operations.

Criminals are becoming more aware of digital forensic and investigation capa-
bilities, and are making more sophisticated use of computers and networks to
commit their crimes. Some are even developing “anti-forensic” methods and
tools specifically designed to conceal their activities and destroy digital evi-
dence, and generally undermine digital investigators. The integration of strong
encryption into operating systems is also creating challenges for forensic exam-
iners, potentially preventing us from recovering any digital evidence from a
computer (Casey & Stellatos, 2008).

Over the past few years, practitioners and researchers have made significant
advances in digital forensics. Our understanding of technology has improved
and we have gained the necessary experiences to further refine our practices. We
have overcome major technical challenges, giving practitioners greater access to
digital evidence. New forensic techniques and tools are being created to support
forensic acquisition of volatile data, inspection of remote systems, and analysis
of network traffic. Detailed technical coverage of forensic analysis of Windows,
Unix, and Macintosh systems is provided in Chapters 5, 6, and 7, respectively.

These advances bring with them great promise, and place new demands on
digital forensics and investigations, changing the terrain of the field and caus-
ing new practices to evolve, including forensic analysis of embedded systems
(Chapter 8), enterprise networks (Chapter 9), and mobile telecommunications
systems (Chapter 10). The recent advances and some of the current challenges
were recognized in the 2009 National Academy of Sciences report:

Digital evidence has undergone a rapid maturation process. This
discipline did not start in forensic laboratories. Instead, computers
taken as evidence were studied by police officers and detectives

who had some interest or expertise in computers. Over the past

10 years, this process has become more routine and subject to the
rigors and expectations of other fields of forensic science. Three
holdover challenges remain: (1) the digital evidence community does
not have an agreed certification program or list of qualifications for
digital forensic examiners; (2) some agencies still treat the examination
of digital evidence as an investigative rather than a forensic activity;
and (3) there is wide variability in and uncertainty about the education,
experience, and training of those practicing this discipline.

(National Academy of Sciences, 2009)
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All of these advancements and challenges bring us to the underlying motivations
of this work; to improve technical knowledge, standards of practice, and research
in digital forensics and investigation. Furthermore, by presenting state-of-the-art
practices and tools alongside the real-world challenges that practitioners are fac-
ing in the field and limitations of forensic tools, the Handbook hopes to inspire
future research and development in areas of greatest need. As far and quickly
as this discipline has progressed, we continue to face major challenges in the
future.

FORENSIC SOUNDNESS

As the field of digital forensics evolved from primarily dealing with hard drives
to include any and all types of computer systems, one of the most fundamen-
tal challenges has been updating the generally accepted practices. There is an
ongoing effort to balance the need to extract the most useful digital evidence as
efficiently as possible, and the desire to acquire a pristine copy of all available
data without altering anything in the process. In many situations involving new
technology, particularly when dealing with volatile data in computer memory,
mobile devices, and other embedded systems it is not feasible to extract valu-
able evidence without altering the original in some manner. Similarly, when
dealing with digital evidence distributed across many computer systems, it may
not be feasible to preserve everything.

In modern digital investigations, practitioners must deal with growing num-
bers of computer systems in a single investigation, particularly in criminal
investigations of organized groups, electronic discovery of major corporations,
and intrusion investigations of international scope. In such large-scale digital
investigations, it is necessary to examine hundreds or thousands of computers
as well as network-level logs for related evidence, making it infeasible to create
forensic duplicates of every system.

Existing best practice guidelines are becoming untenable even in law
enforcement digital forensic laboratories where growing caseloads and lim-
ited resources are combining to create a crisis. To address this issue, the lat-
est edition of The Good Practice Guide for Computer-Based Electronic Evidence
from the UK's Association of Chief Police Officers has been updated to
include preservation of data from live systems, as discussed in Chapter 3
(ACPO, 2008). As the quantity of digital evidence grows and case backlogs
mount, we are moving away from the resource intensive approach of creat-
ing a forensic duplicate and conducting an in-depth forensic examination
of every item. A tiered approach to digital forensic examinations is being
used to promptly identify items of greatest evidentiary value and produce
actionable results, reserving in-depth forensic analysis for particular situa-
tions (Casey, 2009).
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At the same time, there have been developments in preserving and utilizing
more volatile data that can be useful in a digital investigation. Memory in
computer systems can include passwords, encrypted volumes that are locked
when the computer is turned off, and running programs that a suspect or com-
puter intruder is using. Developments in memory forensics, mobile device
forensics, and network forensics enable practitioners to acquire a forensic
duplicate of full memory contents and extract meaningful information. The
DFRWS2005 Forensic Challenge (www.dfrws.org) sparked developments in
analysis of physical memory on Microsoft Windows systems, leading to ongo-
ing advances in tools for extracting useful information from Windows, Unix,
and Macintosh operating systems. Techniques have even been developed to
recover data from random access memory chips after a computer has been
turned off (Halderman, 2008). Forensic acquisition and analysis of physical
memory from mobile devices has gained more attention recently and is covered
in Chapter 8, “Embedded Systems Analysis.” As shown in Chapter 9, “Network
Investigation,” memory forensics has been extended to Cisco network devices.

We can expect continued advancement in both our ability to deal with large-
scale digital investigations and to extract more information from individual
systems. Whether we acquire a selection of logical files from a system or the
full contents, we must keep in mind the overarching forensic principles. The
purpose of a forensically sound authentication process is to support identifica-
tion and authentication of evidence. In lay terms, this means that the evidence
is what you claim and has not been altered or substituted since collection.
Documentation is a crucial component of forensic soundness. Functionally,
this process involves documenting unique characteristics of the evidence,
like device IDs and MD5 hashes of acquired data, and showing continuous
possession and control throughout its lifetime. Therefore, it is necessary not
only to record details about the collection process, but also every time it is
transported or transferred and who was responsible.

From a forensic standpoint, the acquisition process should change

the original evidence as little as possible and any changes should be
documented and assessed in the context of the final analytical results.
Provided the acquisition process preserves a complete and accurate
representation of the original data, and its authenticity and integrity
can be validated, it is generally considered forensically sound. Imposing
a paradigm of ‘preserve everything but change nothing’ is impractical
and doing so can create undue doubt in the results of a digital evidence
analysis, with questions that have no relation to the merits of the
conclusions. (Casey, 2007)

Considerations of forensic soundness do not end with acquisition of data. When
analyzing and producing findings from digital evidence, forensic practitioners
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need to follow a process that is reliable and repeatable. Again, documentation is
a critical component, enabling others to evaluate findings.

To appreciate the importance of forensic soundness, it is instructive to con-
sider concrete problems that can arise from improper processing of digital
evidence, and that can undermine a case as well as the underlying credibil-
ity of the forensic practitioner. Some worst-case scenarios resulting from suffi-
ciently large breaks in chain of custody include misidentification of evidence,
contamination of evidence, and loss of evidence or pertinent elements (e.g.,
metadata). In one case, evidence was collected from several identical computer
systems, but the collection process was not thoroughly documented, making it
very difficult to determine which evidence came from which system.

Forensic acquisition failures include destruction of original evidence by over-
writing media with zeros, saving no data in “acquired” files that actually con-
tained evidence on original media, and updating metadata to the current
date. The most common forensic examination failures are misinterpretations
of data, either by a tool or person. Provided forensic practitioners are careful
to preserve the selected digital evidence completely and accurately, document
the process thoroughly, and check their work objectively for possible errors or
omissions, these kinds of failures can be avoided or overcome.

FORENSIC ANALYSIS FUNDAMENTALS

Although practitioners must know how to obtain data using forensic tools, this
alone is not sufficient. We must also have a solid understanding of how the
underlying technology works, how the data are arranged, and how the tool inter-
prets and displays the information. In addition, we require a comprehensive
understanding of how to apply the scientific method to the output of our tools,
closely analyzing available data for useful characteristics and possible flaws,
comparing evidence with known samples to extract more information, and
performing experiments to better understand the context of evidence. Forensic
analysis forms the heart of this Handbook, providing useful tips for interpreting
digital evidence, and conveying lessons learned from our collective experience.
Whenever feasible, we provide examples of common misinterpretations and pit-
falls to help digital investigators avoid repeating the same mistakes.

This section lays the groundwork for effective forensic analysis, providing an
overview of the scientific method and the most common analysis techniques.

Scientific Method
Forensic examiners are neutral finders of fact, not advocates for one side over
the other. The scientific method is one of the most powerful tools available to



FIGURE 1.1
A folder named tk contained
important evidence related
to a computer intrusion
investigation. The tk folder
is visible using a newer
version of a digital evidence
examination tool (left)
but not an older version
containing a bug (right).
(Casey, 2005)
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forensic examiners in fulfilling our responsibility to provide accurate evidence
relating to an investigation in an objective manner. The scientific method begins
with gathering facts, and forming a hypothesis based on the available evidence.
However, we must be ever cognizant of the possibility that our observations or
analyses are incorrect. Therefore, to assess the veracity of our hypothesis, we need
not only to seek supporting evidence but also to consider alternate possibilities.
The process of trying to disprove our own hypothesis involves performing experi-
ments to test our underlying assumptions and gain a better understanding of the
digital traces we are analyzing. For instance, when examining metadata embed-
ded in a specific file type, it is important to perform tests involving that file type
to explore the relationships between common actions and associated application
metadata. When forensic examiners are provided with an alternative explanation
offered by the defendant, they have a duty to test such defense claims thoroughly.
However, there is no ethical requirement that forensic examiners fully investigate
any or all potential defenses; to do so is generally impractical.

The remainder of this section describes common pitfalls and analysis tech-
niques to help forensic examiners implement the scientific method and achieve
correct results.

Data Abstraction Layers

At its basest level, digital evidence exists in a physical medium such as a mag-
netic disk, a copper wire, or a radio signal in the air. Forensic examiners rarely
scrutinize the physical medium and instead use computers to translate the data
into a form that humans can interpret. For instance, magnetic fields are trans-
lated into sectors, which are grouped into clusters in a file system, which in
turn are organized logically into files and folders. Therefore, forensic examin-
ers rarely see the actual data but only a representation, and we must keep in
mind that each layer of abstraction can introduce error or information loss.

Forensic examination tools add yet another layer of abstraction on top of those
inherent in the evidentiary data. As with any software, forensic examination tools
have bugs. To complicate matters, developers of forensic examination tools may
have an incomplete understanding of the systems being analyzed. A common prob-

lem in forensic examination tools is incomplete or incor-

| @00 kde rect interpretation of file systems as shown in Figure 1.1.
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data at a lower level of abstraction to ensure that their
forensic tools are not missing something important.
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Errors in data translation aside, it is a good practice to examine digital evidence
at both the physical and logical layers of abstraction because each can provide
additional useful information. Take a Windows Mobile handheld device as an
example of the value of examining data at both the physical and logical levels.
An examination of the full contents of the device’s physical memory, as detailed
in Chapter 8, “Embedded Systems Analysis,” can reveal deleted items that are
not accessible in files on the device, as shown in Figure 1.2.
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FIGURE 1.2
Physical acquisition of Windows Mobile using XACT.
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On the other hand, examining a Windows Mobile device from a logical per-
spective enables the examiner to determine which data were stored in text mes-
sages versus the Memo application, and under which category the items were
stored. For instance, Figure 1.3 shows the same information as Figure 1.2, with
associated metadata, including the name of the folder of each message.

Take forensic examination of file systems as another example of the benefits
of examining data at both the logical and physical levels. When instructed
to search for child pornography on a computer, an inexperienced examiner
might search at the file system (logical) level for files with a .GIF or .JPG
extension. In some cases this may be sufficient to locate enough porno-
graphic images to reach resolution. However, in most cases, this approach
will fail to uncover all the available evidence. It is a simple matter to change a
file extension from . JPG to . DOC or conceal images in some other manner,
thus foiling a search based exclusively on this characteristic. Also, some
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Logical acquisition of Windows Mobile device using .XRY.

relevant files might be deleted but still resident in unallocated space.
Therefore, it is usually desirable to search every sector of the physical disk
for certain file types using file carving techniques presented in Chapter 2,
“Forensic Analysis.”

PRACTITIONER'’S TIP: VARIATIONS IN HEADER SIGNATURE

is found in graphics files on Samsung cell phones. Some
photos on Samsung phones have been observed with the

As media formats evolve, their characteristics may change
requiring forensic examiners to make adjustments to our

processes and tools. For instance, when searching for JPG
images, some file carving tools search for two header sig-
natures: JFIF (hexadecimal \ xf £\ xd8\x f f \xe0) and Exif
(\xff\xd8\xff\xel). However, the two bytes follow-
ing the 0xff d8 JPG header signature are an application
marker that can vary depending on the implementation.
For instance, the header signature \xff\xd8\xff\xe3
is associated with stereoscopic JPG files and commonly

header signature \xff\xd8\xff\xdb, which relates
to the quantization table in JPG files (Mansell, 2009).
Therefore, using a tool that relies on only the more com-
mon signatures to recover photos from a Samsung phone
would miss the majority of files. To avoid this type of
situation, practitioners should check the header signature
of files of the same type that are active on the phone or
that are created using a test device.

This is not to say that searching at the physical level is always preferable.
Searching for keywords at the physical level has one major limitation—if a file
is fragmented, with portions in nonadjacent segments, keyword searches may
give inaccurate results. Fortunately, most forensic examination tools can search
each sector of the drive and are simultaneously aware of the logical arrange-
ment of the data, giving the examiner the best of both worlds.



PRACTITIONER'’S TIP: PROXIMITY SEARCHING

When two apparently related pieces of information are found
near one another on storage media, forensic examiners may
need to perform additional forensic examination to deter-
mine whether they are, in fact, related. For instance, keyword
searches that look for two words near each other will often
return hits that associate two unrelated items. Even when a
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forensic tool displays both pieces of information as part of a
single item, closer inspection may reveal that the tool is mis-
taken. In one case, a forensic tool displayed what appeared
to be a web-based e-mail message but turned out to be an
erroneous representation of two unrelated fragments of data
on the hard disk.

Evidence Dynamics

One of the perpetual challenges that commonly introduces error into forensic
analysis is evidence dynamics. Evidence dynamics is any influence that changes,
relocates, obscures, or obliterates evidence, regardless of intent, between the
time evidence is transferred and the time the case is adjudicated (Chism &
Turvey, 2000). Forensic examiners will rarely have an opportunity to exam-
ine a digital crime scene in its original state and should therefore expect some
anomalies. Common causes of evidence dynamics in digital investigations are

provided next, with illustrative examples.

m System administrators: In an attempt to be helpful, system administrators
may perform actions on the computer that inadvertently obliterates
patterns and adds artifact-evidence to the scene.

m Forensic examiners: A practitioner handling a computer system may,
by accident or necessity, change, relocate, obscure, or obliterate

evidence.

m Offender covering behavior: The perpetrator of a crime deletes evidence

from a hard drive.

m Victim actions: The victim of a crime deletes e-mails in distress or to

avoid embarrassment.

m Secondary transfer: Someone uses the computer after the crime is
committed, innocently altering or destroying evidence.

m Witnesses: A system administrator deletes suspicious accounts that have
been added by an intruder hoping to prevent further unauthorized

access.

m Nature/weather: Damage to storage media caused by exposure to natural

elements like mud, blood, water, or fire.

m Decomposition: A tape containing evidence decays over time, eventually

becoming unreadable.
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FROM THE CASE FILES: STEPPING IN EVIDENCE

Responding to a computer intrusion, a system administrator ~ times of the files on the disk before copying them. Thus, the
decided to make a backup of the contents of the disk using  date-time stamps of all files on the disk were changed to the
the standard backup facility on the system. This backup facil-  current time, making it nearly impossible to create an accu-
ity was outdated and had a flaw that caused it to change the  rate timeline of the offense.

Evidence dynamics creates investigative and legal challenges, making it more
difficult to determine what occurred and making it more difficult to prove
that the evidence is authentic and reliable. Additionally, any conclusions that
a forensic examiner reaches without the knowledge of how the evidence may
have changed will be open to criticism in court, may misdirect an investiga-
tion, and may even be completely incorrect.

Comparison and Identity of Source

Digital forensic examiners may be called upon to compare items to deter-
mine if they came from the same source. As part of a cyberextortion investiga-
tion, forensic examiners were asked to determine whether the ransom e-mails
were sent from the suspect’s computer. In an intellectual property dispute, the
court needed to know whether the allegedly infringing computer program was
derived from the plaintiff's work. In one case, digital investigators were asked
to determine which printer was used to print sensitive documents in an effort
to determine who had leaked the information to news media. To answer these
kinds of questions, we compare the items, characteristic by characteristic, until
we are satisfied that they are sufficiently alike to conclude that they are related
to one another, or sufficiently dissimilar to be unrelated.

A piece of evidence can be related to a source in a number of ways (note that
these relationships are not mutually exclusive):

1. Production: The source produced the evidence. The composition of the
evidence is important here because any feature of the evidence may be
related to the source. For example, the digital file that was sent by the
Bind Torture Kill (BTK) serial killer to a television station contained data
that had been embedded by the computer used to create the document,

FROM THE CASE FILE

A suspect in a child exploitation investigation claimed that  himself A detailed comparison between the illegal images and
the digital photographs found on his system had been down-  exemplars taken using digital cameras found in the suspect’s
loaded from the Internet, and that he had not produced them  home revealed that one of the cameras was the source.
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leading investigators to a computer in the church where Dennis Rader
was council president. Computers also have physical properties that

can be embedded in the digital evidence they produce. The electronics
in every digital camera has unique properties that specialized forensic
analysts can utilize to link digital photographs to a specific device
(Geradts et al., 2005; Fridrich et al., 2005). Production considerations
are applicable when dealing with evidence sent through a network in
addition to evidence created on a computer. For instance, e-mail headers
are created as a message, which is passed through Message Transfer Agents.

2. Segment: The source is split into parts and parts of the whole are
scattered. Fragments of digital evidence might be scattered on a disk or
on a network. When a fragment of digital evidence is found at a crime

scene, the challenge is to link it to its source.

FROM THE CASE FILE

In a homicide case that hinged on DNA evidence, the crime
lab was unable to locate the original digital files containing the
DNA analysis results. A comprehensive search of the crime
lab revealed that the files of interest had been on a Macintosh
computer that had been reformatted. Forensic examination of
data in unallocated space revealed fragments of thousands of
files associated with DNA analysis from many different cases.
To find fragments associated with the specific files of inter-
est, it was necessary to develop a customized search algo-
rithm based on the unique format of the files containing data

associated with DNA analysis. After fragments of the files of
interest were recovered, it was necessary to validate that they
were put back together correctly. Viewing the data with DNA
analysis software used in the crime lab indicated that the
recovered fragments had been reconstituted correctly to form
intact files. However, further review by subject matter experts
revealed that some data were missing from the files. With this
information forensic examiners were able to locate the miss-
ing data, which had not been documented in the file format
specification, and complet the recovery of the files.

3. Alteration: The source is an agent or process that alters or modifies
the evidence. In the physical world, when a crowbar is used to force
something open, it leaves a unique impression on the altered object.
A similar phenomenon occurs in the digital realm when an intruder
exploits a vulnerability in an application or operating system—
the exploit program leaves impressions on the altered system. The
difference in the digital realm is that an exploit program can be copied
and distributed to many offenders, and the toolmark that each program
creates can be identical and can be erased by the cautious intruder.

4. Location: The source is a point in space. Determining where digital
evidence came from is an obvious consideration that has already been
alluded to in the context of creating spatial reconstruction. However, it is
not always a trivial matter to determine where digital evidence originated.
This consideration becomes more important as we move away from
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PRACTITIONER'’S TIP: EMBEDDED GEOLOCATION INFORMATION

Modern mobile devices have the capability to embed Global — photograph taken using a G1 smart phone shows when and
Positioning System (GPS) location information in digital — where the picture was taken.
photographs. The following information extracted from a

As more computer systems incorporate GPS, we are finding more location-based information that could be useful in a digi-
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the examination of standalone computers toward the examination of
networks. For instance, determining the geographic location of a source
of evidence transmitted over a network can be as simple as looking at the
source IP address. However, if this source IP address is falsified, it becomes
more difficult to find the actual source of the evidence.
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Of course, differences will often exist between apparently similar items, whether
it is a different date-time stamp of a file, slightly different data in a document,
or a difference between cookie file entries from the same web site.

It follows then that total agreement between evidence and exemplar

is not to be expected; some differences will be seen even if the objects
are from the same source or the product of the same process. It is
experience that guides the forensic scientist in distinguishing between
a truly significant difference and a difference that is likely to have
occurred as an expression of natural variation.

But forensic scientists universally hold that in a comparison process,
differences between evidence and exemplar should be explicable.
There should be some rational basis to explain away the differences
that are observed, or else this value of the match is significantly
diminished. (Thornton, 1997)
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The concept of a significant difference is important because it can be just such a differ-
ence that distinguishes an object from all other similar objects (i.e., an individuating
characteristic that connects the digital evidence to a specific system or person).

CRIME RECONSTRUCTION

Because every investigation is different, it is difficult to create standard operat-
ing procedures to cover every aspect of in-depth forensic analysis of digital evi-
dence. Therefore, it is important to have a methodical approach to organizing
and analyzing the large amounts of data that are typical when computers and
networks are involved. Forensic science in general, and crime reconstruction
specifically, provides such a methodology.

Crime reconstruction is the process of gaining a more complete understanding
of a crime using available evidence. We use evidence to sequence events, deter-
mine locations, establish direction or establish the time and duration of actions.
Some of the clues that are utilized in these determinations are relational, that is,
where an object is in relation to the other objects and how they interact or relate
to each other. Other clues are functional, the way something works or how it
was used, or temporal, things based on the passage of time (Chisum, 1999). For
example, when investigating a homicide perpetrated by an unknown offender,
investigators try to determine how and when the victim was killed, as well as
where the victim was and who the victim had contact with prior to the time
of death. This reconstruction process often leads to the proverbial “smoking
gun”—compelling evidence implicating a specific individual.

FROM THE CASE FILE: TRACKING A KILLER

In late December 2005, 27-year-old Josie Phyllis Brown was
reported missing in Baltimore. Digital evidence led investiga-
tors to a 22-year-old college student, John Gaumer. Brown
met Gaumer on the Internet site MySpace.com and arranged
to meet him for a date (Associated Press, 2006). On the night
of her disappearance, Brown's mobile telephone records
showed that she talked to Gaumer before meeting with him,
and police placed her telephone many miles from where he
claimed to have left her that night. After the web of evidence
converged on Gaumer in February 2006, he led police to her
body and admitted to beating Brown to death after their date.

Gaumer used the Internet extensively to communicate and
meet potential dates. Part of the evidence against him was
a digital recording of “thumping noises, shouting and brief
bursts of a woman's muffled screams” apparently created
when Gaumer's mobile phone inadvertently dialed Brown's
(McMenamin, 2007). In his confession to police, Gaumer
stated that he removed her nose, jaw, teeth, and most of her
fingertips in an attempt to thwart identification of her body,
and that he later sent an e-mail to her account to make it
appear that he did not know she was dead.

In a civil dispute, such as theft of trade secrets, the goal of e-discovery may
be to uncover communications or documents showing that particular indi-
viduals knowingly accessed the data of concern during a particular period.
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As another example, when handling a computer intrusion, we strive to
determine how and when the attackers gained unauthorized access, and which
computers were involved.

Relational Analysis

A full relational analysis can include the geographic location of people and com-
puters, as well as any communication/transaction that occurred between them.
In a major fraud investigation involving thousands of people and computers, cre-
ating a detailed relational analysis—where each party was located and how they
interacted—can reveal a crucial relationship. Similarly, in a network intrusion
investigation, it can be useful to generate a diagram of which computers con-
tacted the victim system, or to create a list of [P-to-IP connections and sort them
by quantity of data transferred, as detailed in Chapter 9, “Network Analysis.”

Functional Analysis

Forensic examiners perform a functional analysis to determine how a particular
system or application works and how it was configured at the time of the crime.
It is sometimes necessary to determine how a computer system or program
works to gain a better understanding of a crime or a piece of digital evidence.
If a compromised web server was configured to allow connections from only a
small range of IP addresses or user accounts, this limits the number of machines
or user accounts that could have been used to break into the web server.

Malware analysis is another example of functional analysis that is common in
intrusion investigations, but this process is beyond the scope of this Handbook
and has its own dedicated text (Malin et al., 2008).

Temporal Analysis

One of the most common forms of temporal analysis is creating a timeline to
gain a clearer overview of events relating to a crime and to help investigators
identify patterns and gaps, potentially leading to other sources of evidence.
There are other approaches to analyzing temporal data, such as plotting them
in a histogram to find periods of highest activity.

PRACTITIONER'S TIP: ATTENTION TO DETAIL

When dealing with digital data, forensic practitioners must pay
close attention to details. Misreading 03:15 and 3:15 pm will
impact a temporal reconstruction and misreading 232.23.22.1
as 23.223.22.1 will impact a relational reconstruction. When
performing temporal analysis, any discrepancies such as sys-
tem clock inaccuracies and different time zones must be taken

into account. Such seemingly minor mistakes can completely
misdirect an investigation. In a number of cases, including
child exploitation and intrusion investigations, dates and IP
addresses were transcribed incorrectly when drafting search
warrants. These simple transcription errors led to the wrong
person being implicated until the error was corrected.
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NETWORKS AND THE INTERNET

Beyond the basic requirement to collect evidence in a way that preserves its
integrity and authenticity, there are a number of practical challenges that inves-
tigators can expect when dealing with networks.

One of the most significant challenges of investigating criminal activity involv-
ing networks is obtaining all the evidence. Several factors generally contribute to
this challenge. First, the distributed nature of networks results in a distribution
of crime scenes creating practical and jurisdictional problems. For instance, in
most cases it may not be possible to collect evidence from computers located
in China. Even when international or interstate procedures are in place to facili-
tate digital evidence exchange, the procedures are complex and only practical
for serious crimes. Second, because digital data on networked systems are easily
deleted or changed, it is necessary to collect and preserve them as quickly as pos-
sible. Network traffic exists for only a split second. Information stored in volatile
computer memory may exist for only a few hours. Because of their volume, log
files may be retained for only a few days. Furthermore, if they have the skill and
opportunity, criminals will destroy or modify evidence to protect themselves.

A third contributing factor is the wide range of technical expertise that is
required when networks are involved in a crime. Because every network is dif-
ferent, combining different technologies in unique ways, no single individual
is equipped to deal with every situation. Therefore, it is often necessary to find
individuals who are familiar with a given technology before evidence can be
collected. A fourth contributing factor is the great volume of data that are often
involved in an investigation involving computer systems. Searching for use-
ful evidence in vast amounts of digital data can be like finding a needle in a
haystack.

In the ideal case, when most of the digital evidence is available to investiga-
tors, another significant challenge arises when it is necessary to associate an
individual with specific activity on a computer or network. Even when offend-
ers make no effort to conceal their identity, they can claim that they were not
responsible. Given the minor amount of effort required to conceal one’s iden-
tity on the Internet, criminals usually take some action to thwart apprehen-
sion. This concealment behavior may be as simple as using a library computer.
Additionally, there are many services that provide varying degrees of anonym-
ity on the Internet, making the task even harder. Encryption presents the ulti-
mate challenge, making it difficult or impossible for investigators to analyze
evidence that has already been found, collected, documented, and preserved.

This book addresses these challenges by providing a methodology for inves-
tigating criminal activities on networks, delving into common sources of evi-
dence on networks and their practical use in an investigation.
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CONCLUSIONS

With great achievements come great responsibilities. Digital forensics has
progressed rapidly but much more is required, including developing more
sophisticated techniques for acquiring and analyzing digital evidence, increasing
scientific rigor in our work, and professionalizing the field. This Handbook aims
to contribute to the advancement of the field by expanding knowledge in the
major specializations in digital forensics and improving our ability to locate and
utilize digital evidence on computers, networks, and embedded systems.

Specifically, the Investigative Methodology section of the Handbook provides
expert guidance in the three main areas of practice: forensic analysis, electronic
discovery, and intrusion investigation. The Technology section is extended and
updated to reflect the state of the art in each area of specialization. The main
areas of focus in the Technology section are forensic analysis of Windows,
Unix, Macintosh, and embedded systems (including cellular telephones and
other mobile devices), and investigations involving networks (including enter-
prise environments and mobile telecommunications technology).
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CHAPTER 2

Forensic Analysis

Eoghan Casey and Curtis W. Rose

INTRODUCTION

The information stored and created on computers is a double-edged sword
from a forensic perspective, providing compelling evidence in a wide vari-
ety of investigations but also introducing complexity that can trip up even
experienced practitioners. Digital evidence can be used to answer fundamen-
tal questions relating to a crime, including what happened when (sequenc-
ing), who interacted with whom (linkage), the origination of a particular
item (evaluation of source), and who was responsible (attribution). At the
same time, the complexity of computer systems requires appreciation that
individual pieces of digital evidence may have multiple interpretations, and
corroborating information may be vital to reaching a correct conclusion. To
make the most of digital evidence, forensic practitioners need to understand,
and make regular use of, the scientific method. The scientific method applied
in conjunction with digital forensics methodologies and techniques enables
us to adapt to differing circumstances and requirements, and to ensure that
conclusions reached are solidly based in fact. Familiarity with the limitations
of forensic analysis of digital evidence will help investigators and attorneys
apprehend modern criminals and exculpate the innocent.

The forensic analysis process involves taking factual observations from avail-
able evidence, forming and testing possible explanations for what caused
the evidence, and ultimately developing deeper understanding of a partic-
ular item of evidence or the crime as a whole. Put another way, elements
of digital forensic analysis include separating particular items for individ-
ual study, determining their significance, and considering how they relate to

This chapter extends Eoghan Casey’s Reconstructing Digital Evidence in Crime Reconstruction (Chisum W. J. & Turvey B).
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the entire corpus of evidence. This process often involves experimentation
and research, and may lead to additional information that must be synthe-
sized into the overall process. For instance, analysis can suggest additional
keywords that forensic practitioners use to find additional information that
adds to the analysis process. As such, the process is cyclic, requiring multiple
passes through the hypothesis formation and testing phases until a solid con-
clusion is reached.

In the simple case of an incriminating file on a hard drive, analysis of the con-
tents and metadata of the file can reveal how the file came to be on the hard
drive and can uncover distinctive characteristics to search all available media
for related artifacts and file fragments. As another example, forensic analysis of
SMS messages on a murder victim’s mobile device may lead digital investiga-
tors to a prime suspect. Then, by obtaining usage details for the suspect’s cell
phone and analyzing the timing, location, and content of both the victim's and
suspect’s mobile devices immediately prior to the offense, digital investigators
can place the suspect at the crime scene.

FROM THE CASE FILES: CELL PHONE EVIDENCE

In late December 2005, 27-year-old Josie Phyllis Brown was
reported missing in Baltimore. Digital evidence led investiga-
tors to a 22-year-old college student John Gaumer. Brown and
Gaumer met on the Intemnet site MySpace.com, and arranged
to meet for a date. On the night of her disappearance, Brown's
mobile telephone records showed that she had talked to Gaumer
before meeting with him, and police placed her telephone many
miles from where he claimed to have left her that night. After
the web of evidence converged on Gaumer in February 2006, he
led police to her body and admitted to beating Brown to death

after their date. Gaumer used the Intemet extensively to com-
municate and meet potential dates. Part of the evidence against
him was a digital recording of “thumping noises, shouting and
brief bursts of a woman's muffled screams” apparently created
when Gaumer's mobile phone inadvertently dialed Brown's.
In his confession to police, Gaumer stated that he removed
her nose, jaw, teeth, and most of her fingertips in an attempt to
thwart identification of her body, and that he later sent an e-mail
to her account to make it appear that he did not know she was
dead (McMenamin, 2007).

More generally, forensic analysis involves objectively and critically assessing
digital evidence to gain an understanding of and reach conclusions about the
crime. This process can involve evaluating the source of digital objects, explor-
ing unfamiliar file formats to extract usable information, developing timelines
to identify sequences and patterns in time of events, performing functional
analysis to ascertain what was possible and impossible, and relational analysis
to determine the relationships and interaction between components of a crime.
In essence, forensic analysts attempt to answer the fundamental questions in
an investigation of what happened, where, when, how, who was involved,
and why. In addition, forensic analysts may be directed to address specific
questions relevant to the investigation, or to develop a list of other potential
sources of evidence like e-mail accounts and removable storage media.
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PRACTITIONER'’S TIP: THINKING OUTSIDE THE BOX

Although forensic protocols can help provide a standardized
process, and keyword searches can help focus on important
items and minimize the dataset, many digital investigations
will require the forensic practitioner to explore the cybertrail,
apply the scientific method, seek peer review, reach a con-
clusion, express an opinion, and prepare for expert testimony
and presentation in a court of law. New versions of operat-

are constantly being released, including new generations
of mobile devices. As such, it is clear that digital forensics
is an ongoing and evolving scientific discipline. Procedures
and protocols are not intended to limit a forensic analyst, but
rather act as guidelines to help ensure consistency. Forensic
analysts may detect and pursue something of relevance
that even the most comprehensive protocol may not have

ing systems, software applications, and hardware platforms  anticipated.

This chapter focuses on important aspects of analyzing digital evidence to help
investigators reconstruct an offense and assess the strength of their conclu-
sions. By focusing on the use of digital evidence to reconstruct actions taken
in furtherance of a crime, this chapter demonstrates how digital evidence that
is properly interpreted can be used to apprehend offenders, gain insight into
their intent, assess alibis and statements, authenticate documents, and much
more. It is assumed that evidence has been preserved in a forensically sound
manner. For background and technical coverage of how forensic science is
applied to computers and networks, see Casey (2004).

A fictional digital forensic investigation scenario is used throughout this chap-
ter to demonstrate key points. The scenario background is as follows.

INVESTIGATIVE SCENARIO

Part 1: Background

A suspected domestic terrorist code named “Roman” was
observed purchasing explosive materials and investigators
believe that he is involved in planning an attack in Baltimore,
Maryland. We have been asked to perform a forensic analysis

of his laptop to determine the target of the attack and infor-
mation that may lead to the identification of others involved
in the terrorist plot. This is purely a fictional case scenario
developed for instructional purposes.

APPLYING THE SCIENTIFIC METHOD
TO DIGITAL FORENSICS

Forensic analysis of digital evidence depends on the case context and largely
relies on the knowledge, experience, expertise, thoroughness, and in some
cases the curiosity of the practitioner performing the work. Although every
forensic analysis will have differing aspects based on the dataset, objectives,
resources, and other factors, the underlying process remains fundamentally
the same.
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1. Gather information and make observations. This phase is sometime
referred to as forensic examination, and involves verifying the
integrity and authenticity of the evidence, performing a survey of all
evidence to determine how to proceed most effectively, and doing
some preprocessing to salvage deleted data, handle special files, filter
out irrelevant data, and extract embedded metadata. This phase may
include keyword searching to focus on certain items, and a preliminary
review of system configuration and usage. This phase need not be
limited to digital evidence, and can be augmented by interviews,
witness statements, and other materials or intelligence.

2. Form a hypothesis to explain observations. While forensic practitioners
are gathering information about the crime under investigation, we develop
possible explanations for what we are seeing in the digital evidence.
Although such conjecture is often influenced by the knowledge and
experience of a forensic practitioner, we must guard against preconceived
notions that are based on personal prejudice rather than facts.

3. Evaluate the hypothesis. Various predictions will flow naturally from
any hypothesis (if the hypothesis is true, then we would expect to
find X in the evidence), and it is our job as forensic practitioners to
determine whether such expectations are borne out by the evidence.
The success of a forensic analysis hinges on how thoroughly an
initial hypothesis is attacked. Therefore, it is crucial to consider other
plausible explanations and include tests that attempt to disprove the
hypothesis (if the hypothesis is false, then we would expect to find Y).
If experiments and observations do not support the initial hypothesis,
we revise our hypothesis and perform further tests.

4. Draw conclusions and communicate findings. Once a likely
explanation of events relating to a crime has been established, forensic
practitioners must convey their work to decision makers.

Observe that the scientific method is cyclic, potentially requiring forensic analysts
to repeat these steps until a conclusion can be made. If experiments disprove the
initial hypothesis, a new one must be formed and evaluated. Even when some
experiments support the hypothesis, new information often emerges that must
be considered and tested to determine whether the hypothesis still holds.

SCIENTIFIC METHOD

There are variations in how the scientific method is described  used in this book is not intended to be definitive or exclu-
but the overall principles and goals are the same: to reach an  sive, and is provided simply to demonstrate how the scientific
objective conclusion in a repeatable manner. The terminology ~ method is applied to digital forensic analysis.
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The scientific method provides the final bulwark against incorrect conclu-
sions. Simply trying to validate a theory increases the chance of error—the ten-
dency is for the analysis to be skewed in favor of the hypothesis. This is why
the most effective investigators suppress their personal biases and hunches,
and seek evidence and perform experiments to disprove their working the-
ory. Experimentation is actually a natural part of analyzing digital evidence.
Given the variety and complexity of hardware and software, it is not feasible
for a forensic analyst to know everything about every software and hardware
configuration. As a result it is often necessary to perform controlled experi-
ments to learn more about a given computer system or program. For instance,
one approach is to pose the questions, “Was it possible to perform a given
action using the subject computer, and if so, what evidence of this action is left
behind on the system?” Suppositions about what digital evidence reveals in a
particular case may be tested by restoring a duplicate copy of a subject system
onto similar hardware, effectively creating a clone that can be operated to study
the effects of various actions. Similarly, it may be necessary to perform experi-
ments on a certain computer program to distinguish between actions that are
automated by the program versus those performed by a user action.

PRACTITIONER'’S TIP: DOCUMENTATION, DOCUMENTATION,

DOCUMENTATION

Documentation is a critical part of each step—note every action
you take and any changes that result from your actions. The aim
is not only to give others an understanding of what occurred but
also to enable others to reproduce your results. In cases involving
a large number of computers, it is common practice to develop a
review protocol for multiple forensic practitioners to follow. This
type of protocol describes the sequence of steps each individual
should perform and what output is expected, thus increasing the

chances that consistent results will be obtained from all systems.
Maintaining a record of your work and findings also helps avoid
the unenviable position of remembering that you found some-
thing interesting but not being able to find it again. Therefore,
during the forensic analysis process, it is advisable to extract
key findings and organize these items in a folder (either digital
or physical) to make it easier to reference them when reviewing
the case, writing a report, or testifying in court.

Keep in mind that there is uncertainty in all observations, and every opinion
rendered by a forensic practitioner has a statistical basis. Although the scien-
tific method is designed to uncover the truth, we generally have only a limited
amount of information about what occurred at a digital crime scene. Therefore,
it is important that forensic practitioners qualify the results of their analysis to
clearly convey what level of confidence we have in a certain conclusion. The
C-Scale (Certainty Scale) provides a method for conveying certainty when refer-
ring to digital evidence and to qualify conclusions appropriately (Casey, 2002).
Some forensic practitioners use a less formal system of degrees of likelihood
that can be used in both the affirmative and negative sense: (1) almost defi-
nitely, (2) most probably, (3) probably, (4) very possibly, and (5) possibly.
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Tool Validation

One of the critical elements of the entire forensic analysis process hinges on practi-
tioners’ knowledge of the capabilities, limitations, and restrictions of their tools.

It is not feasible to calibrate digital forensic tools in the same way as equipment
for analyzing DNA and other scientific evidence, because there are too many vari-
ables; each case has different data structures to interpret and unique problems
to solve. The next best option is to test tools using a known data set to ensure
that they can perform basic functions correctly like read partition tables and files
systems, recover deleted files, and find keywords. The Computer Forensic Tool
Testing group at the National Institute of Standards and Technology (www.cftt.
nist.gov/) is conducting thorough tests of certain features of major forensic tools.
However, there are more tools and capabilities than any one group can test, and
forensic analysts generally are advised to perform some validation themselves of
the specific tools and features on which they rely in their work.

The Digital (Computer) Forensics Tool Testing images project (http://dftt.
sourceforge.net/) provides a limited test set for this purpose, and the Computer
Forensic Reference Data Sets project (www.cfreds.nist.gov/) has forensic images
that can be useful for tool testing. In addition to validating the basic function-
ality of forensic tools, some organizations develop their own test data with fea-
tures that they commonly encounter in cases like Microsoft Office documents,
Lotus Notes and Outlook e-mail, unsearchable PDF files, and foreign language
characters. In special cases, it may be necessary to create a particular exemplar
file containing known data, and check to see that the tool interprets and
displays the information of interest correctly.

Even after performing a basic validation of a particular tool, experienced foren-
sic analysts take a “trust but verify” approach to important findings. In some
circumstances the validation process may be as straightforward as viewing data
in a hex viewer, and in other situations it may be necessary to repeat the analysis
using another forensic tool to ensure the same results are obtained. Most C pro-
grammers do not have one single book on their shelf as a reference guide. If they
specialize in C programming, over time they have probably amassed a small ref-
erence library of books covering various aspects of the language. No single book
covers every possible aspect of the C programming language; similarly, no sin-
gle digital forensic utility provides the capabilities of performing every possible
element of an analysis. Reliance on a single application platform will signifi-
cantly hinder the review and subsequent analysis of digital evidence.

USES OF DIGITAL FORENSIC ANALYSIS

Forensic analysis of digital evidence can play a significant role in a wide range
of cases, in some cases leading investigators to the culprit. Some examples of
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this and other uses of digital forensics are provided here as context for the tech-
nical materials in this chapter and book as a whole.

Attribution

Digital forensic analysis can play a direct role in identifying and apprehend-
ing offenders, helping investigators establish linkages between people and
their online activities. In the Bind Torture Kill (BTK) serial killer case, foren-
sic analysis of a floppy diskette that was sent to a television station by the
offender led investigators to the church where Dennis Rader was council presi-
dent. However, attributing computer activities to a particular individual can
be challenging. For instance, logs showing that a particular Internet account
was used to commit a crime do not prove that the owner of that account was
responsible since someone else could have used the individual’s account. Even
when dealing with a specific computer and a known suspect, some investiga-
tive and forensic steps may be required to place the person at the keyboard
and confirm that the activities on the computer were most likely those of the
suspect. For instance, personal communications and access to online banking/
e-commerce accounts can make it difficult for the person to deny responsibil-
ity for the illegal activities on the computer around the same time. Alternate
sources of information like credit card purchase records, key card access logs,
or CCIV footage may confirm the person in the vicinity during the time in
question. When combined with traditional investigative techniques, digital
evidence can provide the necessary clues to track down criminals.

FROM THE CASE FILES: APPREHENDING A SERIAL KILLER

A lead developed during a serial homicide investigation in St.
Louis when a reporter received a paper letter from the killer.
The letter contained a map of a specific area with a handwrit-
ten X to indicate where another body could be found. After
investigators found a skeleton in that area, they inspected the
letter more closely for ways to link it to the killer. The FBI deter-
mined that the map in the letter was from Expedia.com and
immediately contacted administrators of the site to determine
if there was any useful digital evidence. The web server logs
on Expedia.com showed only one IP address (65.227.106.78)
had accessed the map around May 21, the date the letter was
postmarked. The ISP responsible for this IP address was able

to provide the account information and telephone number that
had been used to make the connection in question. Both the
dialup account and telephone number used to make this con-
nection belonged to Maury Travis (Robinson, 2002).

In short, the act of downloading the online map that was
included in the letter left traces on the Expedia web server,
on Travis's ISP, and on his personal computer. Investigators
arrested Travis and found incriminating evidence in his home,
including a torture chamber and a videotape of himself tortur-
ing and raping a number of women, and apparently strangling
one victim. Travis committed suicide while in custody and the
full extent of his crimes may never be known.

Using evidence from multiple independent sources to corroborate each other
and develop an accurate picture of events can help develop a strong association
between an individual and computer activities. This type of reconstruction can
involve traditional investigative techniques, such as stakeouts.
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FROM THE CASE FILES: PHYSICAL AND DIGITAL SURVEILLANCE

A man accused of possessing child pornography argued
that all evidence found in his home should be suppressed
because investigators had not provided sufficient probable
cause in their search warrant to conclude that it was in
fact he, and not an imposter, who was using his Internet
account to traffic in child pornography (U.S. v. Grant, 2000).
During their investigation into an online child exploita-
tion group, investigators determined that one member of
the group had connected to the Internet using a dialup
account registered to Grant. Upon further investigation,
they found that Grant also had a high-speed Internet con-
nection from his home that was used as an FTP server—the

type of file-transfer server required for membership in the
child exploitation group.

Coincidentally, while tapping a telephone not associated
with Grant in relation to another child pormography case,
investigators observed that one of the participants in a secret
online chat room was connected via Grant's dialup account.
Contemporaneous surveillance of the defendant’s home
revealed that his and his wife's cars were both parked out-
side their residence at the time. The court felt that there was
enough corroborating evidence to establish a solid circum-
stantial connection between the defendant and the crime to
support probable cause for the search warrant.

Attributing a crime to an individual becomes even more difficult when a crime is
committed via an open wireless access point or from a publicly accessible computer,
such as at an Internet cafe or public library terminal. In one extortion case, investiga-
tors followed the main suspects and observed one of them use a library computer
from which incriminating e-mails had been sent (Howell, 2004; Khamsi, 2005).

Assessing Alibis and Statements

Offenders and victims may mislead investigators intentionally or inadvertently,
claiming that something occurred or that they were somewhere at a particular
time. By cross-referencing such information with the digital traces left behind
by a person’s activities, digital evidence may be found to support or refute a
statement or alibi. In one homicide investigation, the prime suspect claimed
that he was out of town at the time of the crime. Although his computer suf-
fered from a Y2K bug that rendered most of the date-time stamps on his com-
puter useless, e-mail messages sent and received by the suspect showed that
he was at home when the murder occurred, contrary to his original statement.
Caught in a lie, the suspect admitted to the crime.

FROM THE CASE FILES: CELL PHONE LOCATION

Data relating to mobile telephones were instrumental in the
conviction of Tan Huntley for the murder of Holly Wells and
Jessica Chapman in the United Kingdom. The last communi-
cation from Jessica's mobile phone was sent to a cell tower
several miles away in Burwell rather than a local tower in
Soham (BBC, 2003). The police provided the mobile tele-
phone specialist with a map of the route they thought the

girls would have taken, and the specialist determined that
the only place on that route where the phone could have
connected to the cell tower in Burwell was from inside or
just outside Huntley's house (Summers, 2003). In addition,
Huntley's alibi was that he was with his friend Maxine Carr
on the night the girls went missing but Carr’'s mobile phone
records indicated that she was out of town at the time.
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Investigators should not rely on one piece of digital evidence when examining
an alibi—they should look for an associated cybertrail. On many computers it
requires minimal skills to change the clock or the creation time of a file. Also,
people can program a computer to perform an action, like sending an e-mail
message, at a specific time. In many cases, scheduling events does not require
any programming skill—it is a simple feature of the operating system. Similarly,
IP addresses can be changed and concealed, allowing individuals to pretend that
they are connected to a network from another location. In addition, the location
information associated with mobile telephones is not exact and does not place
an individual at a specific place. As noted earlier, it can also be difficult to prove
who was using the mobile telephone at a specific time, particularly when tele-
phones or SIM cards are shared among members of a group or family.

Determining Intent

An individual’s computer use can reveal innermost thoughts at a particular
moment in time. Clear evidence of intent such as an offender’s diary or plan-
ning of an offense may be found on a computer.

FROM THE CASE FILE: UNITED STATES v. DUNCAN

Joseph Edward Duncan III pled guilty in December 2007
to 10 federal counts including murder, torture, and kidnap-
ping. During a forensic review of his laptop, a forensic analyst
identified what initially appeared to be an unused tab "Sheet
2" in an encrypted Excel spreadsheet named Bookl.xls.
Further analysis revealed the contents of this spreadsheet,
which showed a mathematically weighted decision matrix

that Duncan had generated to calculate the risks associated
with taking certain actions relating to his crimes. During the
capital sentencing hearing, this spreadsheet was introduced
as Government Exhibit 59, and was used as the foundation
for proving that the defendant acted with substantial plan-
ning and premeditation. In August 2008, Duncan was sen-
tenced to death.

In three separate cases, Internet searches on suspects’ computers revealed their

intent to commit murder:

m Neil Entwistle was sentence to life in prison for killing his wife and
baby daughter. Internet history on his computer included a Google

search “how to kill with a knife.”

= William Guthrie was convicted in 2000 and sentenced to life in prison for
killing his wife, who was found drowned in a bathtub with a toxic level
of the prescription drug Temazepam in her body. Guthrie lost multiple
appeals to exclude Internet searches for “household accidents,” “bathtub
accidents,” and various prescription drugs, including Temazepam.

m Prosecutors upgraded the charge against Robert Durall from second-
degree to first-degree murder based on Internet searches found on

his computer with key words including “kill + spouse,

" ou

accidental +

deaths,” “smothering,” and “murder” (Johnson, 2000).
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Forensic analysis of computers can reveal other behavior that can be very useful
for determining intent. For instance, evidence of clock tampering may enable
a forensic practitioner to conclude that the computer owner intentionally
backdated a digital document. As another example, the use of disk cleaning
or encryption programs on a computer can be used to demonstrate a com-
puter owner’s conscious decision to destroy or conceal incriminating digital
evidence. However, these same actions may have innocent explanations and
must be considered in context before reaching a definitive conclusion.

Evaluation of Source

As introduced in the previous chapter, forensic analysts are commonly asked
to provide some insight into the origins of a particular item of digital evidence.
As detailed in Chapter 1, a piece of evidence may have been: 1) produced by the
source; 2) a segment of the source; 3) altered by the source; 4) a point in space.

In addition to determining the origin of an e-mail message using IP addresses,
different file formats have characteristics that may be associated with their source.
As shown earlier, Microsoft Office documents contain embedded information,
such as printer names, directory locations, names of authors, and creation/modi-
fication date-time stamps, that can be useful for determining their source.

PRACTITIONER'’S TIP: USEFUL CHARACTERISTICS OF EVIDENCE

A class characteristic is a general feature shared with similar  lens that appears in photographs it takes, a distinct monu-
items such as Kodak digital cameras that embed the make  ment in the background of a photograph, or the defendant’s
and model names in the photographs they take. An individual ~ face appearing in a photograph are all individual characteris-
characteristic is a unique feature specific to a particular thing,  ticsthat may help investigators associate the photograph with
place, person, or action. For example, a scratch on a camera  its source—that is, a particular camera, location, or person.

Comparing an item of evidence to an exemplar can reveal investigatively useful
class characteristics or even individual characteristics.

These embedded characteristics can be used to associate a piece of evidence
with a specific computer. Earlier versions of Microsoft Office also embedded a
unique identifier in files, called a Globally Unique Identifier (GUID), which
can be used to identify the computer that was used to create a given document
(Leach & Salz, 1998). More subtle evaluations of source involve the association
of data fragments with a particular originating file, or determining if a given
computer was used to alter a piece of evidence.

When a suspect’'s computer contains photographs relating to a crime, it may
not be safe to assume that the suspect created those photographs. It is pos-
sible that the files were copied from another system or downloaded from the
Internet. Forensic analysis of the photographs may be necessary to extract class
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characteristics that are consistent with the suspect’s digital camera or flatbed
scanner. The scanner may have a scratch or flaw that appears in the photo-
graphs, or the files may contain information that was embedded by the digital
camera such as the make and model of the camera, and the date and time the
photograph was taken. This embedded metadata could be used to demon-
strate that a photograph was likely taken using a suspect’s camera rather than
downloaded from the Internet. This is particularly important during investiga-
tions involving child pornography because it is desirable to locate the original
victims and protect them from further abuse. There is a body of research that
concentrates on identifying the specific camera that was used to take a given
photograph (Alles et al., 2009; Kurosawa et al., 2009).

Digital Document Authentication

The author of a document and the date it was created can be significant. It is
relatively straightforward to change a computer’s clock to give the impression
that a contract or suicide note was created on an earlier date. Such staging can
make it more difficult to determine who wrote a document and when it was
created. However, there are various approaches that forensic analysts can use to
authenticate a digital document.

Forensic analysts can use date-time stamps on files and in log files to deter-
mine the provenance of a document such as a suicide note even when the
digital crime scene is staged. For instance, it is possible to detect staging and
document falsification by looking for chronological inconsistencies in log files
and file date-time stamps. Nuances in the way computers maintain different
date-time stamps can help forensic analysts reconstruct aspects of the creation
and modification of a document. In addition, certain types of files, such as
Microsoft Word, contain embedded metadata that can be useful for authen-
ticating a document as detailed in Chapter 5, “Windows Forensic Analysis.”
This embedded metadata may include the last printed date and the last 10 file-
names and authors.

FROM THE CASE FILES: AN HONEST MISTAKE

A man was accused of backdating a document to cover up  combined to show that the document had not been fabricated.
alleged environmental violations. Forensic analysis of his  They had simply used a prior document as a template and had
computer and e-mail, as well as the e-mail of his attorney, all ~ forgotten to update the date typed at the top of the page.

The arrangement of data on storage media (a.k.a. digital stratigraphy) can pro-
vide supporting evidence in this kind of forensic analysis. For instance, when a
forensic analyst finds a questioned document that was purportedly created in
January 2005 lying on top of a deleted document that was created in April 2005,
staging should be suspected since the newer file should not be overwritten by an
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older one. Although the usefulness of digital stratigraphy for document authen-
tication can be undermined by some disk optimization programs that reposi-
tion data on a hard drive, it can also be aided by the process. In one case, the
suspect defragmented his hard drive prior to fabricating a document. The foren-
sic analyst determined that the defragmentation process had been executed in
2003, causing all data on the disk to be reorganized onto a particular portion
of the disk. The questioned documents that were purportedly created in 1999
were the only files on the system that were not neatly arranged in this area of
the disk, which added weight to the conclusion that the questioned documents
actually were created after the defragmentation process had been executed in
2003 (Friedberg, 2003).

DATA GATHERING AND OBSERVATION

After verifying the integrity of the digital evidence, forensic practitioners per-
form an initial survey to gain an overview of the entire body of evidence, includ-
ing capacity, partitions (including identification and reconstruction of deleted
partitions), allocated and unallocated space, and encryption. Then the evidence
is preprocessed to salvage deleted data, and translate and filter as needed to
expose the most useful information and eliminate irrelevant data. Organization
is an implicit part of this phase, resulting in a reduced set of data grouped into
logical categories like e-mail, documents, Internet history, reconstructed web
pages, Instant Messaging chat logs, logon records, and network logs.

The decision to eliminate or retain certain data for forensic analysis may be based
on external data attributes like MD5 values used to identify known child pornog-
raphy or to exclude known operating system and application files. It may also
be possible to narrow the focus to a particular time period or to certain types of
digital evidence relevant to the case. However, keep in mind that offenders might
have concealed evidence, so care must be taken when filtering data. Something
as simple as video segments having their extensions changed from .MOV to
.EXE could result in an unwary examiner inadvertently filtering out incriminat-
ing evidence. Therefore, it is advisable to identify file extension/signature mis-
matches and process them separately to determine what data they contain. There
is even greater risk of missing important evidence when encryption or steganog-
raphy are used to hide incriminating evidence within other files.

FROM THE CASE FILES: UNITED STATES v. DUNCAN

One of the home computers of convicted serial killer Joseph  the dataset may have missed this simple attempt by the sus-
Edward Duncan III contained an encrypted PGPdisk con-  pecttohide data, but areview of signature mismatches imme-
tainer named Readme . txt. A limited cursory inspection of  diately brought this item to the attention of the examiner.
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Depending on the forensic software utilized, certain data such as encrypted
files, unusual archive compression, or Lotus Notes e-mail may need to be
extracted for specialized processing. A simple example is a suspected compro-
mised server where log files are archived as . tar.gz or .bz2. If the examin-
er’s software does not automatically expand such files, they would need to be
preprocessed prior to searching for a suspect IP address. This issue is covered

further in the section “Special Files” later in this chapter.

PRACTITIONER'’S TIP: LIMITED RESOURCES

Many digital forensic laboratories have limited resources and
are suffering from a backlog of cases. To deal with this prob-
lem and ensure that evidence is processed in a timely manner,
some labs have adopted a tiered strategy for performing foren-
sic processing, with three levels: (1) triage forensic inspec-
tion, (2) survey forensic examination, and (3) in-depth forensic
analysis (Casey et al., 2009). If the triage forensic inspection
reveals that the computer contains potentially relevant digi-
tal evidence, the computer can be assigned to a more expe-
rienced forensic practitioner for further levels of processing.
Specialized tools are being developed to automate routine
aspects for each level of processing. The FBI uses a preview
tool called ImageScan to review all graphics files on a com-
puter quickly without altering the original evidence. The
Ontario Provincial Police developed a tool called C4P for a

tool used to automate triage forensic inspections of comput-
ers in various kinds of investigations (www.adfsolutions.com).
In addition to keyword searching and other capabilities, triage
tools like these can automatically identify previously unknown
child pornographic images by utilizing image analysis technol-
ogy, rather than just relying on MD5 hashes of known images.

The success of this approach depends on the laboratory
establishing consistent methodologies for each level, and
thresholds to guide the decision for use of different levels of
forensic processing. In addition, proper training is needed to
ensure that those performing the work at any level are not
blinkered by protocols and procedures, and that they will rec-
ognize important evidence or indicators that require further
forensic analysis. The use of encryption and data hiding can
render cursory inspections and keyword searches of eviden-

similar purpose (Www.e-crime.on.ca). Triage-Lab is another  tiary media effectively useless.

Salvaging Deleted Data

An important aspect of the forensic analysis process is to salvage all data from
storage media and convert unreadable data into a readable form. Although
data can be hidden on a drive in many ways and it is not feasible to look for all
of them in all cases, examiners should be able to identify the major sources of
data or at least be able to recognize large amounts of missing data. For instance,
if the combined size of all visible partitions on a drive is much smaller than
the capacity of the drive, this may be an indication that a partition is not being
detected. Similarly, if a large amount of data cannot be classified or there are
many files of a known type that are unusually large, this may be an indication
that some form of data hiding or encryption is being used. The following sec-
tions cover the main areas on storage media where useful data may be found.

Deleted Files and Folders
Criminals often take steps to conceal their crimes, and deleted data can often
contain the most incriminating digital evidence. Therefore, one of the most
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fruitful data salvaging processes is to recover files and folders that have been
deleted. When dealing with FAT or NTFS file systems, most tools can recover
deleted files but not all can recover deleted folders that are no longer refer-
enced by the file system. It is useful to know if and how different tools recover
and present information about deleted files and folders.

Notably, automated file and folder recovery tools make assumptions that are
not always correct. For instance, when recovering deleted files, many tools
take the starting cluster and file size from a folder entry, and assign the next
free clusters to the file sequentially. The underlying assumption in this pro-
cess breaks down when the starting cluster of one deleted file is followed by
free clusters that belonged to a different deleted file. So, automated tools can
generate correct or incorrect results depending on the assumptions they make
and the particular situation. Furthermore, if two deleted directory entries point
to the same cluster, it can take some effort to determine which filename and
associated date-time stamps referenced that cluster most recently. Some auto-
mated file recovery tools distinguish between directory entries that have been
deleted versus those that have been deleted and overwritten. However, care
must be taken not to assume that files with newer date-time stamps accessed
the associated clusters more recently. There are sufficient nuances to file date-
time stamps that an apparently newer file could be created before the appar-
ently old one.

Figure 2.1 provides an example of an apparently recoverable deleted file. Closer
inspection of the data that is displayed for this file reveals that it is not the
actual original contents of the file.

These problems are compounded when more aggressive salvaging techniques
are used. Some forensic analysis tools have a powerful feature that scours a
disk for deleted folders on FAT and NTFS systems. For instance, X-Ways pro-
vides a “Thorough” salvaging capability and EnCase has a “Recover Folders”
feature. The resulting salvaged file system information may enable forensic
analysts to recovered data that was associated with deleted files that are no
longer referenced by the current file system. However, different implementa-
tions of this salvaging process can lead to inconsistent results between differ-
ent tools, or even different versions of the same tool. Many existing forensic
tools combine salvaged file system details with the existing file system, and
this mixing of two separate file system states often leads to more conflicts of
the type described in the previous section. The conflicts arise when a new file
has reused the clusters that were previously allocated to a salvaged file. To
guard against mistakes and misinterpretations, it is critically important that
forensic analysts conceptually separate these two system states, thinking of
the salvaged file system information as separate and overlaid on top of the
existing file systems.
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FIGURE 2.1
Example of incorrect data in recoverable deleted file.

For the simplest conflicts, both the current and salvaged file system have file
system metadata pointing to same area on disk, generally providing forensic
analysts with sufficient information to resolve the conflict. More difficult con-
flicts arise when the space allocated to a salvaged file has been overwritten by
newer data but file system details about the newer file are not recoverable. In
this situation, the diligent forensic analyst will determine that the file content
is not consistent with the salvaged file system details. This inconsistency may
be as simple as a salvaged Microsoft Word document pointing to an area of
the disk that contains a JPEG graphics file. However, some inconsistencies are
more difficult to detect, and require a more thorough comparison between the
recovered data and the salvaged file system information. In more complicated
situations, multiple salvaged filenames point to the same area of the disk, cre-
ating additional levels of complexity when trying to reconstruct activities on
a computer system. Therefore, forensic analysts must take additional steps to
determine whether the data that appears to have been allocated to a salvaged
file in fact was recovered properly and accurately.
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FROM THE CASE FILES: DISAMBIGUATION OF DELETED FILES

This example clearly illustrates the potential problems of assumption that the recovered JPG data was the
deleted file recovery in an Internet child pornography case. later file. Even without defragmentation, ascribing
the image to the later file entry was still weak
because as both file entries were marked as deleted,
it was a distinct possibility that the image data had
been written after the 14th January 2002 and its
attendant file entry had been lost. However, research
into the internal structure of JPG files revealed that

it is possible to calculate the original length of the
file in bytes. The recovered data indicated an original
file length of 6497 bytes, providing a much stronger
inferential link to the second file entry. (Bates, 2002)

...a JPG file was recovered from cluster 195,018 and
two file entries were found pointing to it. The first of
these indicated that a file named tn_pbb0915.jpg was
written to this cluster at 22:16:06.30 on 10th October
2001 and it was 3051 bytes in length. The second
entry however, indicated that a file named 3e. jpg
had been written to the cluster at 00:24:08.75 on

14th January 2002 and it was 6497 bytes in length.
The fact that the drive had been defragmented
meant that it was not possible to make the simple

When a few deleted files or folders are critical to a case, forensic analysts
should examine them closely for inconsistencies, and seek corroborating evi-
dence from other areas of the computer system or connected networks. The
same caveats apply to deleted items in physical memory of computers and
mobile devices. Forensic tools are emerging that capture the full contents of
memory from various devices and attempt to reconstruct the data structures
containing files, processes, call logs, SMS messages, and other information.
Given the variety of data structures, mistakes may be made when parsing
physical memory dumps and attempting to recover deleted items.

Documentation relating to this recovery process, such as an inventory of
the recovered files and a description of how they were salvaged, should be
maintained to enable others to assess what was recovered. Given the varia-
tions between tools and the potential for error, it is advisable to compare the
results from one tool using another. Such a comparison can be made by com-
paring the inventories of undeleted files from both tools for any differences.

File Carving

Recall that, on storage media, the space that is available to store new data is called
unallocated space. This area on a disk is important from an investigative stand-
point because it often contains significant amounts of data from deleted files.

File carving tools like Foremost, Scalpel, DataLifter, and PhotoRec scour unal-
located space for characteristics of certain file types in an effort to salvage
deleted files. This salvaging process generally produces a large percentage of
incomplete and corrupt files, because file carving tools rarely know the size of
the original files, and the deleted files may be fragmented or partially overwrit-
ten. If the approximate size of the original files is known, forensic analysts can
adjust a parameter in file carving tools to set the maximum size of the salvaged
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files to increase the number of successfully salvaged files. When specific files
are of interest, like deleted NT Event Logs, file carving tools can be customized

with the associated file signature to salvage these file types (Murphey, 2007).

PRACTITIONER'’S TIP: DIFFERENT TOOLS VIEW UNALLOCATED

SPACE DIFFERENTLY

Although most tools for examining storage media have the abil-
ity to extract unallocated space for separate processing, their
approaches are not necessarily consistent. For instance, when
EnCase recovers deleted files, it no longer considers the associ-
ated data to be in unallocated space whereas some other tools
do, effectively accounting for the data twice. For instance, on
the hard drive used in the investigative scenario for this chap-
ter, the amount of unallocated space reported by EnCase is
16,606,420,992 bytes whereas other forensic tools like X-Ways
report it as 16,607,297,536 bytes. The difference of 876,544 bytes
does not correspond directly to the amount of data in recover-

able deleted files. In some circumstances, having a forensic tool
like EnCase recategorize recovered data may reduce the amount
of redundant data through which a forensic practitioner has to
wade. However, failure to realize that this recategorization has
occurred can caused forensic practitioners to reach incorrect
conclusions. For instance, as noted in the previous section, there
is a chance that some unallocated clusters may be assigned to
the incorrect file. It can be more effective to carve files out of
unallocated space utilizing a tool that takes a stricter definition
of unallocated space. If the undelete and file carving processes
produce the same files, these duplicates can be eliminated.

Some forensic utilities break large files such as unallocated and swap space
into smaller pieces to facilitate processing such as file carving and indexing. If
an examiner exports and processes these segments of unallocated space indi-
vidually with standalone file carving utilities, it is possible that, depending on
where the boundaries are, portions of salvaged items may be missing.

Keep in mind that most file carving methods work on the assumption that a
file is stored in contiguous clusters. The advantage of performing file carving on
extracted unallocated space rather than on a full forensic image is that the data
on disk may not have been arranged in consecutive clusters but may become con-
secutive when extracted into a single file. Also keep in mind that files salvaged
using this technique do not have file names or date-time stamps associated with
them so the examiner needs to assign them names in a systematic way.

Researchers are developing more sophisticated techniques to salvage frag-
mented deleted files in response to DFRWS Forensic Challenges (www.dfrws.
org). Currently, these advanced salvaging methods work for only certain file
types like PDF and ZIP files (Cohen, 2007).

Handling Special Files

There are certain files that will not be immediately accessible to keyword
searching. In addition to encrypted and password protected files, certain file
formats store text in binary or proprietary formats. These “special” files include
compressed archives, encoded attachments in e-mail messages, and encrypted
and password protected files.
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Another very common example is Adobe PDF documents that have been
“secured” to prevent extraction of text, and TIFF fax documents. Keyword
searches on these of course will be useless. If there is a large quantity of such
unsearchable files that are relevant to a case, more than can be reviewed manu-
ally, the typical approach is to use optical character recognition (OCR) to con-
vert them to text, thus rendering them searchable. Attention must be paid to
ensure that mistakes are not introduced by the OCR process.

A criminal investigation may center around kickbacks on contracts, and foren-
sic analysts may focus their attention on Microsoft Office documents and other
files that are keyword searchable. However, the smoking gun evidence may
actually be in TIFF e-mail attachments, JPG items in “My Scans,” or received
fax items. An effective identification and preprocessing procedure process will
identify such items whereas just performing keyword would fail.

PRACTITIONER'’S TIP: UNCOMPRESSING FILES

Provided compressed files are not password protected or cor-  tool does support a particular kind that you encounter, you can
rupted, they can be uncompressed with relative ease. However,  export the files, uncompress them using a specialized utility for
there are many varieties of compression, and if your forensic  that purpose, and add the uncompressed files to the case.

PRACTITIONER'’S TIP: DELETED E-MAIL FRAGMENTS

Be aware that Outlook e-mail is stored on disk using a sim-  select the appropriate decoding mechanism. EnCase pro-
ple form of encoding. Therefore, when searching for deleted  vides this in a “code page” called “Outlook encryption” to
e-mail associated with a particular address, forensic analysts ~ search for such encoded e-mail addresses and text.

MIME encoding adds an additional layer of encoding to e-mail attachments. An
alternate approach to searching for e-mail messages is to use a tool that under-
stands the specific file format and makes it accessible for keyword searching.
FTK can interpret and index an Outlook PST file as shown in Figure 2.2, giv-
ing forensic analysts efficient access to e-mail messages and many attachments.
EnCase can also interpret some of these proprietary formats using the View File
Structure feature. An added advantage of using this type of specialized tool is
that they support analysis of metadata within e-mail. For instance, a search can
be restricted to a date range of interest. When using such specialized tools for
processing digital evidence, it is important to understand their inner workings
in order to avoid mistakes and misinterpretations. For instance, exporting items
found in e-mail using certain tools may not preserve the parent-child relation-
ship between messages and attachments, which can be important in certain
situations. Common examples of the pitfalls of processing e-mail are covered in
Chapter 3, “Electronic Discovery,” with a specific example relating to dtSearch.
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Another approach to viewing proprietary formats, such as America Online
(AOL) or Lotus Notes, is to restore them to a disk and view them via the native
client application. In some cases it is possible to recover messages that have
been deleted but have not been purged from e-mail containers.

When special files are corrupt, it may be possible to repair the damage using spe-
cially designed utilities. For example, EasyRecovery Professional from Ontrack
can repair a variety of file types from Windows systems including Outlook files
and Zip archives. On UNIX systems, there are tools for repairing a more limited
set of files such as tarfix and fixcpio.

Encryption and Steganography

Encryption can present a significant challenge for digital forensic practitioners,
particularly full disk encryption (Casey & Stellatos, 2008). Even when full disk
encryption is not used or can be circumvented, additional effort is required to
salvage data from password protected or encrypted files (Casey, 2002). When
dealing with individually protected files, it is sometimes possible to use a hexa-
decimal editor like WinHex to simply remove the password within a file. There
are also specialized tools that can bypass or recover passwords of various files.
Currently, the most powerful and versatile tools for salvaging password pro-
tected and encrypted data are PRTK and DNA from AccessData. The Password
Recovery Toolkit can recover passwords from many file types and is useful for
dealing with encrypted data. Also, it is possible for a DNA network to try every

FIGURE 2.2

FTK used to extract e-mail
messages and the contents
of attachments such as
images in a Zip archive
shown here.
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key in less time by combining the power of several computers. Distributed
Network Attack (DNA) can brute-force 40-bit encryption of certain file types
including Adobe Acrobat and Microsoft Word and Excel. Using a cluster of
approximately 100 off-the-shelf desktop computers and the necessary software,
it is possible to try every possible 40-bit key in five days. Rainbow tables can
be used to accelerate the password guessing process. Some vendors also have
hardware decryption platforms based on implementation of field programma-
ble gate arrays that can increase the speed of brute force attacks.

When strong encryption is used such as BestCrypt, PGP, or Windows Encrypting
File System, a brute-force approach to guessing the encryption key is generally
infeasible. In such cases, it may be possible to locate unencrypted versions of
data in unallocated space, swap files, and other areas of the system. For instance,
printer spool files on Windows and UNIX systems can contain data from files
that have been deleted or encrypted. Alternatively, it may be possible to obtain
an alternate decryption key. For instance some encryption programs advise users
to create a recovery disk in case they forget their password. When EFS is used,
Windows automatically assigns an encryption recovery agent that can decrypt
messages when the original encryption key is unavailable (Microsoft, 1999). In
Windows 2000, the built-in administrator account is the default recovery agent
(an organization can override the default by assigning a domainwide recovery
agent provided the system is part of the organization’s Windows 2000 domain).

Notably, prior to Windows XP, EFS private keys were weakly protected and it
was possible to gain access to encrypted data by replacing the associated NT
logon password with a known value using a tool like ntpasswd and logging
into a bootable/virtualized clone of the system with the new password.

When investigating a child exploitation case, it is advisable to be on the look-
out for other forms of data concealment such as steganography. Forensic analysts
can make educated guesses to identify files containing hidden data—the presence
of steganography software and uncharacteristically large files should motivate
examiners to treat these as special files that require additional processing. In such
cases, it may be possible to salvage the hidden data by opening the files using
the steganography software and providing a password that was obtained dur-
ing the investigation. More sophisticated techniques are available for detecting
hidden data. Even if encryption or steganography cannot be bypassed, document-
ing which files are concealing data can help an investigator, attorney, or trier-of-
fact determine the intent of the defendant.

Extracting Embedded Metadata

The purpose of this step is to harvest additional metadata relating to the files of
interest to support further analysis. As noted at the beginning of this chapter,
embedded metadata can answer a variety of questions regarding a document,
including its provenance and authenticity. Embedded metadata can also help
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generate important leads, pointing to other sources of digital evidence on the
system or Internet. As described in Chapter 1, photographs taken by digital
cameras can contain details such as the make and model of the camera, the
date and time the picture was taken (according to the camera’s clock), and with
some models the GPS coordinates of the camera when the photograph was
taken. The data in such photographs found on a computer or on the Internet
can be compared with those of a digital camera seized in the defendant’s home
to determine if they are consistent, helping to establish a link.

INVESTIGATIVE SCENARIO

Part 2: Embedded Metadata

Review of the EXIF header data in 24 digital photographs on the subject system on February 15, 2009, indicate they
copied into the folder C\Documents and Settings\ were digitized utilizing a Nikon Coolpix P4 camera as
Roman\My Documents\My Pictures\Valentines Day shown in Figure 2.3.

™ DSCN3682 - JPEGsnoop [';]@| FIGURE 2.3
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INVESTIGATIVE SCENARIO—CONT'D

According to EXIF header information these images were
digitized between 6:41 pm and 6:56 pm on February 14, 2009.
With a maximum of a two-second discrepancy, the File
System Last Written dates on the subject system correlated
to the EXIF header information.

At this point it is an assumption that the suspect, Roman,

took these pictures (and thus was the person “casing” the
target site). In addition to fingerprints on the camera and
removable media (if seized), an analyst may look for reflec-
tions (some of the images are close to the building, which has
reflective glass) in an effort to identify the individual using
the camera at that point in time.

There are many other sources of metadata that can be useful in digital investi-
gations, as detailed in the technology-specific chapters later in this Handbook.
The experience and judgment of the examiner must be exercised to determine
what data might be available and which might be useful to the investigation.

Overview of System Configuration and Usage

After preprocessing the evidence, an initial review is performed to document
information about the users of the system (e.g., user accounts, e-mail accounts,
IM accounts), and configuration information like time zone, network, and
wireless settings. Forensic practitioners look for items of interest in typical user
storage areas (My Documents, e-mail), nontraditional or unusual storage areas
(intruder storage of files in Recycle Bin, concealed files and directories, renamed
file extensions, etc.), along with traditional areas of forensic interest including
the Registry and log files. As part of this review process, forensic analysts try to
establish an initial overview of user activities on the computer, including recent
files accessed, Internet browsing history, and device connection information.

An analyst traditionally breaks down and associates activity with a specific
user, and may need to repeat this process for every user account. In addition to
logical document review and file system activity, this may include processing
of the Internet history (Internet Explorer, Firefox, Safari, etc.), Registry (ntuser.
dat), and file permissions.

INVESTIGATIVE SCENARIO

Part 3: System Configuration and Usage

The operating system was Microsoft Windows XP, Service
Pack 3, (installed as SP2) December 22, 2008 at 10:10 pm. Both
the Registered Owner and Registered Organization Fields
contained “-", and at the time of the forensic analysis, the
assigned computer name “TEST13.” The system was config-
ured for “Eastern Standard Time” with an offset of -5 hours

from GMT. The active time bias at the time of acquisition was
—4:00 offset from GMT.

The primary user account was “Roman”, with a Logon
Count of 22 and a Last Logon of May 23, 2009. This user
account was not protected by a password. Utilizing Access-
Data’s Password Recovery Tookit with associated Registry

(Continued)
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files (SAM/System) from the subject computer as input,
the administrator account password was determined to be
L1b3r4t0r.

User Folders of Potential Interest
Photographs of Baltimore World Trade Center office building
taken on February 14, 2009 from multiple angles were found on

Data Gathering and Observation a

the suspect's system. In addition, on February 15, 2009 at 2:45
pv, the folder C\Documents and Settings\Roman\My

Documents\Garmin was created as shown in Figure 2.4.
The document named Funds.ods shown in Figure 2.4

was created on May 23, 2009 in the My Documents folder

and requires further analysis (to be continued...).

Contents of My Documents on subject system.
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FIGURE 2.4

A review of all installed and uninstalled applications may provide significant
information. For example, installed “covert” communications (steg), privacy
software (Tor), specialized applications to destroy data (e.g., BCWipe or Evidence
Eliminator), or transfer mechanisms (e.g., Winsock FIP, peer-to-peer) may
dictate a much more detailed analysis in an attempt to document user activity
associated with such utilities. Installed applications may also provide insight as
the user’s knowledge level. An example would be existence and use of hexadeci-
mal editors, “patch” files, and low-level programming utilities such as Microsoft
Assembler along with user generated source code. Specialized user generated
material such as source code may require review by an expert.

FROM THE CASE FILES: SUSPICIOUS SOFTWARE

In one case, a software development company released a large
number of employees two months prior to a major product
release. Two weeks prior to release, all source code and code
repositories were mysteriously deleted, and unfortunately the
tape backup was one month old. During a forensic analysis of
one of the company's servers, a simple UNIX script was found
that logged into each corporate server as root and executed an
m * to delete all files. In another case, during an initial incident
response, the examiner responding to the suspect’'s work area

noticed several items of concem. First, the user had a work-
station with specialized password “crack” software connected
via a serial cable to the company's PBX phone system. Not
only had the user cracked the admin password, forensic analy-
sis confirmed later by the suspect’s confession determined he
had created a logic bomb that would have deleted all phone
system information. This company’s lifeblood was the phone
system, and the destruction/reconstruction of this material
would easily have represented several million in losses.
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In addition to review of applications, an examiner typically performs an antivi-
rus and malware scan. Knowing which, if any, virus programs and/or malware
or remote access tools are present may be an important aspect of the case. For
example, forensic analysis of malware may be necessary when a defendant uses
the “Trojan defense,” claiming that all incriminating material on his computer is
attributable to a remote intruder who compromised the system using a remote
administration tool (a.k.a. Trojan horse program). Assessing the capabilities of
malware found on the system may reveal that it could not have been used to place
the incriminating files on the computer, and analyzing activities on the computer
around the time in question may support the conclusion that the defendant was
using the computer when the incriminating files were placed on the system.

INVESTIGATIVE SCENARIO

Part 4: Program Files of Potential Interest

Based on file system creation date-time stamps, the folder
C:\Program Files\Mozilla Firefox was created on
December 22,2008 at 10:20 pm. This web browser maintains a his-
tory of URLs accessed and other useful information. On February
13, 2009, an installation file for Skype was created in the folder
C:\Documents and Settings\Roman\My Documents\
folder, and the file Vidalia-bundle-02.0.34-0.1.10.
exe was created in the same folder minutes later. This bundle
included The Onion Router (TOR), an application that utilizes
a network of virtual tunnels to help improve privacy and secu-
rity, and Vidalia, a graphic user interface to TOR. Both Skype and
Vidalia/TOR were installed on the system on February 13, 2009.

Evidence of the existence of the file wiping utility Jetico
BCWipe was detected on the subject system; however, there
is no indication of recent use to overwrite data on the sys-
tem. The folder C:\Program Files\Jetico\BCWipe
was created and last accessed on December 22, 2008 at
10:22 pm, however, this folder contained no files. A reference
10 E: \BCWIPE3.EXE was found in pagefile.sys, suggesting

the source of the application was a 60GB Western Digital
USB drive that was connected approximately two minutes
earlier as indicated by the setupapi . log file. At the time
of acquisition, the subject system had no Prefetch folder.
However, a reference to BCWIPE3.exe-3484E676.pf
was found in unallocated space along with references to
\Documents and Settings\Roman\Local Settings\
Temp\~BCWIPE3. TMP.

Regarding the “Funds.ods” file mentioned in the previous
part of this scenario, the file extension “.ods” is associated
with OpenOffice, which was not installed on the subject sys-
tem. The fact that Open Office was not installed is exactly
the type of thing an analyst should catch, leading to further
analysis as to how the document came to be on the sys-
tem. The file is actually stored as a zip archive that includes
and embedded file named meta.xml that contains meta-
data associated with the spreadsheet. Subsequent analysis
of the meta.xml indicated it was created online at http://
spreadsheets.google.com as detailed later in this chapter.

Once elements of a user’s activity are processed, the examiner can identify
significant elements for reporting or further analysis. An example would be
the user executed Google searches on “deletion utilities”, followed by “pre-
vent undeleted”, with subsequent download and execution of such a utility
to delete several company confidential documents the day of her previously
unannounced resignation, but only after she connected a USB thumb drive,
reviewed the confidential documents, performed a File->Save As to save
them to the thumb drive.



INVESTIGATIVE SCENARIO

Part 5: User Activities of Potential Relevance

Potentially relevant user activities on the subject system from
the investigative scenario are summarized here.

Removable Media Summary

On February 15, 2009 between 2:34 pm and 2:40 pu, the
file setupapi.log indicated a USB Device identified as
garmin_nuvi was successfully installed. On February
15, 2009 between 2:36 pm and 2:38 pM, 24 files, named
DSCN3680.JPG through DSCN3703.JPG (with no num-
ber gaps in the naming scheme) were created in the C\
Documents and Settings\Roman\My Documents\
My Pictures\Valentines Day folder.

Internet Access Summary

Web browsing activities were reconstructed from Firefox
and Internet Explorer web browser history, along with
search hits in unallocated space for “url:”, “http://", “https://",
and “file://".

On February 15, 2009 at 2:45 pv, Firefox was used to access
the account bmoreagent@hushmail.com, which is a free pri-
vacy-enhanced web-based e-mail service. Five minutes later,
at 2:50 rm, the user executed a Google search for “check ip
address”. Subsequently the user accessed http://whatismy-

[--]

Home 1B Account B For Sellers

New Users  How do [huy  How do [ sell

For Buyers a My Auctions B ForumsWant Ads
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ipaddress.com with a web page title of Lookup IP, Hide IP,
Change IP, Trace IP and more.... The act of checking which
IP address is visible on the Intemet indicates that the user
had some knowledge of computers and the Internet, and how
to conceal the IP address of a computer on the Internet. This
may have been an attempt to confirm that TOR was function-
ing correctly to conceal the user’s source IP address.

On March 19, 2009 at 12:32 pum, Firefox was used to execute a
Google search for “World Trade Center Baltimore building plans”
with subsequent access to the file www.marylandports.com/
opsalert/eBroadcast/2008/HPPwtc2008.pdf. Subsequently, at
1:18 pm, Internet Explorer and file system activity reflect access
to the web page Account is Now Active at www.gunbroker.
com. The content of this page in conjunction with an earlier
redirect page suggests the user received a Gunbroker.com
account activation e-mail at bmoreagent@hushmail. me. After
logging into the Gunbroker.com web site, the user accessed
the auction web page for a specific weapon: www.gunbro-
ker.com/Auction/Viewltem.asp?Item=125130891, (SIGARMS,
P229, 9MM, NIGHT SIGHTS, 13RD, 2 MAGS). The user then
viewed a listing of auctions for semi-automatic guns—the
reconstructed web page is displayed in Figure 2.5.

[ s

FIGURE 2.5
Part of a web page from
the suspect’s computer
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(Continued)
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E SCENARIO—CONT’'D

On March 19,2009 at 1:19 pv, the user accessed a web page
on Gunbroker.com to “Ask Seller A Question—Send Mail to
User” for the specific auction item 125288486.

On March 20, 2009 at 12:00 rm, a Firefox 3 Bookmark was
created concerming a Google search for “undetectable bomb”.
Checking Mozilla Firefox in a virtualized clone of the subject
system confirmed recent entries, as shown in Figure 2.6.

Based on the keyword “undetectable bomb”, additional
analysis was performed of the unallocated areas of the sys-
tem, resulting in additional items that may represent either
web pages viewed or searches conducted by the user of
the system. Examples included liquid-explosives, Baltimore
building design plans office, Baltimore city building records,
and Baltimore building planning records. No date/time struc-
tures were identified with these records.

FIGURE 2.6

} Pape Load Error - Mozilla Firefox

On May 23, 2009, between approximately 2:59 pv and 3:20
pM, the user created the Gmail account bmoreagent@gmail.
com. A total of six CreateAccount [x] .htm files created
during this process reflected several hidden values, some of
which are visible in the reconstructed web page shown in
Figure 2.7. The multiple CreateAccount[x].htm files
were caused by several attempts to set the password. The
most recent entered password was DFIChapter2.

On May 23, 2009 at 3:04 rv, the file C: \Documents and
Settings\Roman\My Documents\My Pictures\
ValentinesDay\DSCN3682.JPG was Last Accessed and
was sent as an e-mail attachment via Outlook Express. This

e-mail is shown in Figure 2.8.
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INVESTIGATIVE SCENARIO—CONT'D

Create an Account

Your Google Account gives yeu access to Gmail and other Geogle sendeas If you already have a Google Account.
youcan gign inhere.

Get started with Gmail

First name [Bmors

Last name: [Agent

Desired Login Name: @gmail.com
Examphes. J3mith, John.Smith

checi sellabilingd

Choose a password: | Eassword sirengih:
Please re-enter desired password.
Nﬁ-mnﬂsdlyiwmnluw
Please re-enter your desred password.

¥ Remamber me on this computer.
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D et L e =
recommendations.

¥ Enable Web History.

if you forget your password we will ask for the answer to your secunty question. Leam More
[ Hickey

y email: |Hickey
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Answer:

FIGURE 2.7
Reconstructed Gmail account setup page.

From: Bmore Agent <bmoreagent@gmail.com>

FIGURE 2.8

To: 526177@gmail.com

E-mail message sent with digital

Subject: Visual

photograph attached.

Sent:  Sat, 23 May 2009 15:04:26 -0400

filename= "DSCN3682 JPG", Size: IMB --]

[-- Mime Part , Type: image/jpeg; name="DSCN3682.JPG", Disp: attachment;
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HYPOTHESIS FORMATION

A hypothesis is an informed supposition to explain the observations in the data
gathering phase of a forensic analysis. Even if it is difficult to come up with a
hypothesis initially or this initial hypothesis is wrong, it is important to pick
a place to start. The process of testing a hypothesis objectively will invariably
improve a forensic analyst’s understanding of the evidence, leading to continu-
ous refinements of the hypothesis until a rational conclusion is reached.

There may be many individual hypotheses relating to different aspects of an
offense, each of which must be verified independently. In a child exploitation
investigation, the forensic analyst might think that incriminating photographs
were produced using the suspect’s digital camera and then transferred on the sus-
pect’s computer. The forensic analyst would have to test the two hypotheses that
(1) the photographs were taken using a specific camera and (2) the photographs
were transferred from that camera onto the suspect’s computer. In an intellec-
tual property theft investigation, the forensic analyst might think that the stolen
files were copied from the suspect’s computer onto removable media and then
deleted from the suspect’s computer. The forensic analyst would have to test the
two hypotheses that (1) the stolen files were copied onto removable media and
(2) they were subsequently deleted.

One of the most common mistakes that forensic analysts make when com-
ing up with a hypothesis is to let themselves be influenced by prejudice. For
instance, by starting with an assumption of guilt, a forensic analysis is already
biased. An effective approach to mitigate this risk is to reverse the hypothesis.
Using the child exploitation example in the previous paragraph, the hypoth-
eses to be tested could be (1) the photographs were not taken using the spe-
cific camera and (2) the photographs were not transferred from that camera
onto the suspect’'s computer. To test these hypotheses, a forensic analyst might
look for evidence that the photographs were taken by someone else and down-
loaded from the Internet. When there is no evidence to support this expla-
nation, or any other reasonable alternate explanation for the presence of the
incriminating photographs on the suspect’s system, and analysis of the camera,
photographs, and computer all indicate that the photographs came from the
camera onto the computer, this is a much stronger result.

EVALUATING HYPOTHESES

Forensic practitioners are regularly presented with questions that require rela-
tively straightforward analysis of the evidence. For instance, in order to deter-
mine whether incriminating files were downloaded from the Internet or copied
onto the system from removable media, a forensic analyst might test the down-
load speed of the subject system versus transfer rates of files copied from a CD,
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DVD, or removable mass storage device. Running controlled tests with a spe-
cific set of files using similar or exact computer and network setup may show
that files were copied from a DVD in 60 seconds, from a USB device in 30 sec-
onds, and downloaded via the Internet in 10 seconds. Based on a series of such
tests combined with other evidence on the system, a forensic analyst may be
able to express an opinion that the incriminating files were downloaded onto
the system from the Internet.

In addition, forensic practitioners may encounter files that are not directly pro-
cessed by their forensic suite, and research fails to identify any utility to facili-
tate review. In such cases the forensic analyst may need to improvise, perform
experiments, and develop their own analysis methods and techniques, guided
the entire time by the scientific method.

In one case, the offender claimed that he could not remember
the password protecting his encryption key because he had
changed it recently. By experimenting with the same encryp-
tion program on a test system, the forensic analyst observed
that changing the password updated the last modified date

FROM THE CASE FILE: DISPROVING WITNESS STATEMENTS

of the file containing the encryption key. An examination of
the file containing the suspect’'s encryption key indicated
that it had not been altered recently as the suspect claimed.
Faced with this information, the suspect admitted that he
had lied about changing the password.

Forensic practitioners may have to navigate various challenges and uncharted
territory as part of their analysis. Evidence dynamics can make crime recon-
struction using digital data more difficult, as described in Chapter 1. In some
cases, the direct evidence may not be present but the forensic practitioner may
be able to identify “forensic residue” or “intrusion residue.” These are traces
left by user actions or intruder actions, such as the execution of software that
may no longer be present on the computer; however, such traces or residue can
be used to determine what occurred. This is analogous to a poison that dissi-
pates and is no longer detectable in a victim’s body, but the result of the poi-
son is the body’s creation of some type of residue such as a specific chemical,
protein, or enzyme that is detected in the victim’s body. Despite the absence of
the poison (which may exist in the body for only a short period of time, like a
malicious binary that securely deletes itself after two weeks), the residue or the
side effect of its use would be the forensic residue that allows a forensic pathol-
ogist to determine that that particular poison was used.

Interpretation of Digital Evidence

Every observation and measurement has some degree of uncertainly, and it is
a forensic practitioner’s job to get as close to the truth as possible. There are
some common pitfalls of which forensic analysts must be aware in order to
avoid reaching the wrong conclusions.
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FROM THE CASE FILES: FORENSIC RESIDUE

A user noticed that an unauthorized $30,000 transfer from her
account had occurred. No malware was identified on the sys-
tem; however, the examiner documented intrusion residue
of a buffer overflow by examining Dr. Watson log files. The
log entry also provided the name of a suspicious binary, and
a corresponding file system entry was identified that docu-
mented creation of a suspected piece of malware; however, it
was deleted and unrecoverable. The malicious software was
no longer on the system; however, the forensic and intrusion
residue in this instance was an entry in the Dr. Watson log
showing the existence and execution of the malware.

In this case, the forensic residue gave the examiner
a starting point that not only facilitated the review, but
revealed additional related evidence that might have oth-
erwise gone unnoticed. Although the executable was no
longer on the system, Prefetch files confirmed that the sus-
pected piece of malware had been executed on the subject

system. Correlating the user's web browsing history con-
firmed the source of compromise, and subsequent analysis
allowed the examiner to identify a suspicious . INTI file in
the Windows\system32 folder. This file was determined
to be a keystroke log file; and as the file was constantly
changing, System Restore points were created. Subsequent
forensic analysis of the reconstructed keystroke log files
from System Restore points confirmed the username and
password for the bank account in fact were compromised
due to keystroke logging software on the user's system.
Subsequent capture and analysis of the malicious software
via a link obtained from the user’s Internet Explorer history
confirmed an embedded IP address (confirmed by the com-
panies’ firewall logs) where the log files were transferred to
Eastern Europe via port 80. In many such cases, the forensic
residue may provide the critical (and potentially otherwise
unavailable) evidence.

As noted in Chapter 1, forensic analysts generally see only a representation of the
actual digital evidence they are reviewing. The raw data is translated through multi-
ple layers of abstraction that can misrepresent the underlying data or miss important
details. Figure 2.9 shows file system information extracted from a physical memory
dump of a Motorola Z3 mobile device using XACT. The JPG file in the “picture”
folder selected on the left has been associated with non-JPG data shown on the right.
Furthermore, a manual examination of the device shows that there are additional
digital photographs in this folder that are not displayed using the forensic tool.

Some of the most detrimental errors and omissions occur when forensic tools
incorrectly parse file system structures, because this information forms the
foundation for many aspects of forensic analysis.

As another example of misinterpretations introduced by forensic software, some
tools attempt to reconstruct remnants of web-based e-mail messages from unal-
located space. This process can result in erroneous combinations of data frag-
ments, giving the impression that someone sent a message that never existed.
To avoid reaching conclusions or making false accusations based on incorrect
information, it is necessary to verify important findings at a low level to confirm
they exist and are being accurately represented by the forensic tool.

In addition, forensic analysts must consider the possibility that critical file
date-time stamps may have been altered or are inaccurate. In a number of
cases, mistakes in forensic analysis have arisen from differences in time zones
and daylight savings.
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FIGURE 2.9

Memory contents from a Motorola Z3 cell phone viewed using XACT shows incorrect data associated with a digital photograph.

FROM THE CASE FILES: IN THE WRONG TIME ZONE

In one child abuse case, an expert hired by the defense to
examine the defendant’s computer concluded that it had
been used to access the Internet during the first six hours
after it was in seized by police. The expert’s report indicated
that there was substantial evidence of the defendant's com-
puter being altered while it was in police custody, including
access to Hotmail login pages and a possible child pornogra-
phy site. It transpired that the defense expert had not taken
the difference in time zones into account when converting
the date-time stamps in the Internet Explorer index.dat
files (Foster, 2004).

In another case involving time zone complications, the sus-
pect flew from Chelyabinsk to Seattle. While in Seattle, the sus-
pect accessed remote hosts on the Intemet from the laptop
he brought with him before he and his associate were appre-
hended. The suspect challenged some of the data; having con-
ducted his own review of the dataset, he believed it indicated he
was framed by the undercover agents for some of the activity on
the system when in fact he simply had failed to take into account
the time zone difference. Once presented with the findings of an
independent forensic analysis performed as a result of his com-
plaint, he immediately recognized his fundamental mistake.

Digital evidence should always be interpreted in context. When reviewing the
image content of web browser cache folders, it is a common mistake to take
the existence of the images as something of more value then they may actually
represent. In one case, an inexperienced forensic practitioner noticed several
“terrorist related” images. This information was submitted in an affidavit and
utilized to support requests for additional search warrants. Unfortunately, the
forensic practitioner did not take into account the context of the images. They
were all Temporary Internet Files associated with access to CNN.com.
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INVESTIGATIVE SCENARIO

Part 6: Interpretation of Web Browsing Artifacts

Following are some images from the Internet Explorer cache.
Knowing that the individual has reviewed weapons sites,
conducted searches on terms such as liquid explosives and
undetectable bombs, one might see the image of the Coast
Guard ship and make an assumption that the user may also be
interested in targeting it. Also, the images of Central America
and Canada may cause the belief that the user was looking at
map points in these areas as shown in Figure 2.10.

By reviewing the user’s Intemet history, we know the user
visited Google Maps and entered coordinates. By recreating

1198716[1)jpg 455057(1)jpg 193721302)jpg

the web page from the cache contents as shown in Figure 2.11,
or conducting a test on an operationally authorized computer to
recreate the circumstances, an analyst will recognize that the
image of the Coast Guard ship was displayed automatically.

No Internet history from Intemet Explorer or Firefox
revealed any specific user access to the image of the Coast
Guard ship. Furthermore, the map images of Canada and
Central America that looked potentially valuable were simply
the result of accessing the default http://maps.google.com
web page, which loaded various map segments.

thumb(1].jpg thumb(10).jpg
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FIGURE 2.10
Graphics files in the Temporary Internet Cache.
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FIGURE 2.11
Reconstructed web page.
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As another example, the mere presence of an incriminating file on a person’s
computer may not be sufficient to demonstrate guilt. Forensic analysis may
reveal strong evidence that the file was placed on the system by a virus, intruder,
or via a web browser vulnerability without the user’s knowledge. An analysis of
the file, its location, security vulnerabilities, artifacts of system usage, and other
contextual clues may help determine how a file came to be on a given system.

Similarly a file with a creation date that is after its last modified date may be
incorrectly interpreted as evidence that the system clock was backdated. In fact,
the last written date of a file does not necessarily imply that the file was modi-
fied on the computer where it is found. Copying a file onto a computer from
removable media or another system on a network may not change the last writ-
ten date, resulting in a file with a modified date prior to its creation date.

PRACTITIONER'’S TIP: RECONSTRUCTING WEB PAGES

Another common process is to recreate web pages visited
by the user of the computer. As images and cache content
are frequently deleted, there is potential to manually recre-
ate a web page that depicts incorrect information. An exam-
ple might be a web page with content that was deleted
previously, which included files named image01.jpg and
image02.jpg. Another web page visited more recently,
which happens to be stored in the same Internet Explorer
history folder, may reference the exact same filenames. If the
previous web page was recoverable and reconstructed (and

page may very well include images that were not associated
with that actual page. Presented as fact without proper qual-
ification, this information could be misleading. Considering
that most forensic workstations are not connected to the
Intemnet, and assuming that the content then was the same
as it is now, it may be possible to reconstruct a page utilizing
a workstation connected to the Internet, but there are many
concerns with this process as well. In many cases, online
resources like the Intemet Archives (www.archive.org) have
been utilized to help confirm the previous existence and gen-

the previous image files overwritten), reconstruction of the  eral type of content of web sites.

There are many other nuances to digital evidence caused by the intricacies of
computer operations that can cause confusion or misinterpretation, and the
same holds true for networks. The Internet Protocol (IP) address in an e-mail
header may lead investigators to a particular computer, but this does not nec-
essarily establish that the owner of that computer sent the message. Given the
minor amount of effort required to conceal one’s identity on the Internet, crim-
inals usually take some action to thwart apprehension. This may be as simple
as using a library computer or as sophisticated as inserting someone else’s IP
address into the e-mail header, requiring investigators to take additional steps
to identify the culprit.

To mitigate the risks of evidence being missed or misinterpreted, experienced
forensic analysts employ a variety of techniques, including comparing the
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results of multiple tools, validating important findings through contextual
reviews and low level examination, and analyzing corroborating evidence for
inconsistencies. For instance, when dealing with date-time stamps of files,
look out for inconsistencies in other related, independent sources of infor-
mation processed during the data gathering phase like embedded meta-
data, Internet history, and Registry entries. Also, as discussed in Chapter 9,
“Network Analysis,” it may be possible to correlate date-time stamps relating
to downloaded files with network logs, thus not only validating the findings
but also helping to reconstruct the cybertrail leading from a crime scene back

to the offender.

PRACTITIONER'S TIP: STUDYING A DIGITAL CLONE

An effective approach to verifying that you are interpret-
ing particular digital evidence correctly is to create a digi-
tal clone of the subject system and inspect the evidence as
it is seen through the device itself. For instance, booting a
forensic duplicate of a computer through utilities such as
LiveView may allow you to view important details in their
native context. In one case, this type of functional analy-
sis revealed that the desktop of the defendant’'s computer
had a specialized theme with a skull and crossbones icon

for My Computer and a Swastika for the Recycle Bin icon.
In some cases, specialized applications and associated files
(e.g., CAD/CAM files) on the subject system may prevent
native review of files on the forensic workstation, in which
case a LiveView session may provide a review capability
otherwise unavailable. The same concept applies to mobile
devices by viewing acquired evidence in a software emu-
lator, or restoring it onto a test device of the same make,
model, and firmware.

Exploring Unfamiliar File Formats

Because of the rapid development of new software applications and updates to
existing programs, digital forensic analysts are frequently faced with new file
types. In some instances, the purpose of the file may be deduced from its con-
text and the content may be readily interpreted.

INVESTIGATIVE SCENARIO

Part 7: Forensic Analysis of SatNav Artifact

On February 15, 2009 at 2:58 pwm, the file GarminDevice.
xml was created, which included text indicating the device
was a Garmin nuvi, model 3386111263 with registration and
unlock codes XYZABC and MLJ6XYZABC, respectively.
Around the same time, the file current.gpx was created,
which included XML text entries documenting the following
stored GPS locations:

® Home, Residence, PhoneNumber 14105554523, wpt
1at=39.29544, lon=-76.612045

® Meet Spot, Residence, PhoneNumber 14105554523,
wpt 1at=39.289761, lon=-76.612222

® Target (annotated with a blue Flag Symbol), wpt
1at=39.286130, lon=-76.609936

On February 15, 2009 at 3:00 pm, the user accessed file C: /
Documents and Settings/Roman/My Documents/
Garmin/gpx/current.gpx. This may indicate that the
user was aware of and specifically accessed this file. This is
supported by use of the Target coordinates in subsequent
communications described later in this chapter.
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In the unknown areas, an examiner may need to review all possible associ-
ated files, filtered by relevant dates/times, and develop his or her own pro-
cesses to facilitate review. An example of this from the investigative scenario
developed for this chapter is recognizing that some Skype usage information
on the suspect’s system was stored in the SQLite database main.db, which
appeared to map all of the Skype chatsync subfolders that contain data
associated with various Skype activities as described further, next. Although
a strings command obtained some of the information from the main.db
SQLList database file, more usable information was obtained after export
by utilizing the SQLite command-line program (www.sqlite.org/download.
html) as shown here.

Sglite3.exe main.db

>.tables
Accounts ChatMembers Conversations Participants
Alerts Chats DbMeta SMSes

CallMembers ContactGroups LegacyMessages Transfers
Calls Contacts Messages Voicemails

Inspection of these tables will help identify which . DAT files contain relevant
data. However, an initial forensic analysis can focus on extraction and review
of the material. Example commands for processing the Messages, Transfers,
and Calls tables are as follows:

Sglite>.mode csv

sgqlite> .output Messages.csv;
sglite> select * from Messages;
sglite> .output transfers.csv
sglite> select * from Transfers;
sgqlite> .output Calls.csv;
sglite> select * from Calls;

Date-time stamps are exported as Unix numeric values in UTC that can be
converted using a utility like DCode (www.digital-detective.co.uk/) or Perl
command line:

perl -e "print scalar (gmtime (1243102641))"
Sat May 23 18:17:21 2009

Knowledge of SQLite can also be useful for analyzing the use of Firefox and
Google, and may provide access to deleted records (Pereira, 2008).

Even when a file appears to be in a familiar format, it can contain information
that requires deeper analysis. In one case, forensic analysis incorrectly con-
cluded that a Microsoft Excel spreadsheet contained no data of interest, not
realizing that the default Sheet2 and Sheet3 contained additional data. Keep in
mind that printing spreadsheets, which is a common form of production for
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INVESTIGATIVE SCENARIO

Part 8: Skype Chat Log

Skype was used on the subject system for phone calls and
Instant Messaging. The last dialed number listed in the Skype
config.xml file was 18776425299, which is associated with
Night Galaxy, Inc. (www.nightvisionplanet.com), specializing
in night vision equipment. In addition, a call was made to
1-866-727-1401, which is associated with the gun sale web
site One Click Shooting (www.oneclickshooting.com).

On May 23, 2009 at 2:17 pm, the user engaged in Skype chat
with user js-526177 (John Smith) between 2:17 and 2:26 pum.
The session was reconstructed from the associated Skype
database files using information generated from queries of the
main.db SQLite database shown in Table 2.1.

Another approach to examining this type of information,
and validating the completeness and accuracy of the data, is

0 use virtualization to boot a clone of the subject system and
access it as the user would. In this scenario, the Skype chat
log was viewed in a virtualized functional reconstruction of
the suspect's system as shown in Figure 2.12.

During the Skype chat, on May 23, 2009 at 2:21 pm, the user
again accessed the file C: /Documents and Settings/
Roman/My Documents/Garmin/gpx/current.gpx.

The Skype configuration file shared.xml contained the
text <ContraProbeResults>12.167.154.29:57921
</contraProbe Results>, which is registered with the
Emerging Technology Center, 1101 E 33 St, Baltimore, MD
21218. This information indicates that the suspect connected
to the Intemnet from this location, providing investigators with
a potential lead for further information.

review, does not automatically print all sheets unless the application is specifi-
cally instructed to print the entire worksheet.

In more complicated situations, when the purpose and meaning of a file is
unknown, it may be necessary to perform experiments with the software that
created the file. By running the program through controlled tests and observ-
ing the effects on the file in question, it may be possible to figure out how to
extract usable information from the evidentiary file and/or associated applica-
tion memory.

CONCLUSIONS AND REPORTING

The most brilliant forensic analysis can be for naught if it is not communicated
clearly to decision makers such as attorneys, members of a jury, or executives in
a company. In addition to providing the factual basis for all conclusions, it is
advisable to summarize key results at the beginning and clearly restate them at
the end of a presentation or report. This approach will provide busy, less tech-
nical decision makers with the most critical information they need up front,
rather than burying them in technical details.

When communicating the results of forensics analysis, let the evidence speak
for itself as much as possible, and do not leap to conclusions. Every conclu-
sion should be solidly supported by the evidence in sufficient detail to enable
another forensic analyst to repeat the analysis. Since there is always more that



Table 2.1 Skype Chat Log Extracted from main.db File Using SQLite Tool

Unix Numeric Date/Time

Value (Converted) User Name Message

1243102641 Sat, 23 May 2009 bmoreagent bmoreagent Bmore agent here
14:17:21 -0400

1243102672 Sat, 23 May 2009 js-526177 John Smith Operational status?
14:17:52 -0400

1243102695 Sat, 23 May 2009 bmoreagent bmoreagent Target selected and all plans in place.
14:18:15 -0400

1243102741 Sat, 23 May 2009 js-5626177 John Smith Please e-mail the target confirmation details to 526177@
14:19:01 -0400 gmail.com. This account won’t be checked again after today.

1243102812 Sat, 23 May 2009 bmoreagent bmoreagent Will do. All that is needed for execution is final approval and
14:20:12 -0400 funding.

1243102980 Sat, 23 May 2009 bmoreagent bmoreagent Here is a photograph of target location (coordinates lat
14:23:00 -0400 ="39.286130" lon ="-76.609936")

1243103004 Sat, 23 May 2009 bmoreagent bmoreagent sent file &quot;DSCN3684.JPG&quot;<files alt=""><file
14:23:24 -0400 size="1641245" index="0">DSCN3684.JPG</file></files>

1243103084 Sat, 23 May 2009 js-526177 John Smith Action authorized and approved. Western Union code
14.24:44 -0400 170236723-00348. Use the ID card we previously

coordinated. Also, you’ll need to provide the password
“Be3Ready2Serve” to pickup the cash.
1243103190 Sat, 23 May 2009 js-5626177 John Smith Received image. Target acknowledged.

14:26:30 -0400
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INVESTIGATIVE SCENARIO

Part 9: Google Document

On May 23,2009 at 3:09 pv, the user Roman accessed http://spread-
sheets.google.com, resulting in the creation of a ccc[1].htm
Temporary Intemet File, which referenced Funds. At this time, the
fileC:\Documents and Settings\Roman\My Documents\
Funds . ods was created, last written, and last accessed.

The Funds. ods file actually was stored as a Zip archive,
and extraction and review of the embedded meta.xml
component identified the generator as Google Spreadsheets.
Further inspection of the document statistic metadata
revealed the Number of Sheets as 3, and Number of Cells as
5. The review of the document statistical information helped

confirm there were no “hidden” cells such as white text on
white background buried somewhere in the document (e.g.,
BB:1000). The content of the document was as follows:

Sheet1 “Funds Confirmed”
Sheet2  “Western Union code  170236723-00348"
Sheet3  “Password Be3Ready2Serve”

Note that the information was divided between multiple
worksheets within the file, so looking at only the first one
would result in missed information.
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< A B C

. Bty F.‘IG.URE 2.13 .

2 Timeline of events relating
3 02/16/13 02:34 PM A USB Device identified as "garmin_nuvi” was successfully installed (2:34-2:40PM) Sc:—‘::’;‘;‘ﬁ::ﬁi& to the |nVeSt|gat|Ve scenario

02/16/13 02:36 PM

Atotal of 24 images (DSCN3630JPG ~ DCN3T03.JPG) were stored at My Pictures'Valentines
Day folder. Taken with a Nikon Coolpix P4 camera between 2:36:22FM and 2:38:40PM. EXIF
header information indicates these pictures were digitized berween 6:41PM and 6:56PM on

File System & EXIF
Header Information

developed for this chapter,
organized chronologically

4 February 14, 2005. . M ﬁ E |
5 |02/16/13 02:45 PM [The folder ...\Roman'My Documents\Garmin was created. File System using IViicrosort excel.
g | 02/16/1302:40 PM [ushemail - Free Email with Privacy - bmoreagent@hushmil.com *""T’[‘i:“r;_‘“““

02/16/13 02:50 PM Google search for “check ip address™. Subsequent access to http//whatismyipaddress com Firefox 3 Internet
7 ~ T |"Lookup IP, Hide IF, Change I, Trace IP and more..." History
8 02/16/13 03:00 PM |User accessed file Co/Documents and ScitingsRoman™y Documents/Ganmin/gpaicurrent gpx ,étc:::;f?mi:

9
03720413 12:32 PM Google search for “Word Trade Center Baltimore building plans™. Subsequent access to Firefox 3 Internet
10 | T |mpedwww.marylandports.com/opsalen/e Broadeast2008/HPPwic2008.pdf. History
11 |03/20/13 01:12 PM |Accessed a Hushmail web page. Welcome to Hushmail Account (bmory @ hushmail me) File System
03/20/13 01:18 PM [Accessed www.gunbroker.com web page "Account is Now Active”™ File Sylstcm &IE
12 History
Accessed hitpe/'www.gunbroker.com/Auction/Viewltem.asp?ltem=125130891 (SIGARMS, P229, .
/2013 01:18 PM |1 - le Sy:
13 |BROFOLIEPM gy 1M, NIGHT SIGHTS, 13RD 2 MAGS). Fllo System
3 03/20/13 01:19 PM t::;scd http/fwww.gunbroker.com/Auction/Browse.asp?Cat=3026 (Browsed Pistols->Semi- File System
Accessed web page to Ask Seller A Question - Send Mail to User
03/20¢13 01:19 PM |(hup/www. gunbroker.com/Auction/SendMall ToUserForm.asp?User=398499& liem=12528848062 File System
15 b67114¢) bmoreagent@hushmail. me, oneclickshooting.com Item 125288486,
16
. rk Created: hup:/'www google de 1 Firefox 3 Internet
21/ 00 P
17 03121713 12:00 PM gmozillazen US:official&hs—WiN Lswmum=$3600
18
1o |US/24/13 02:17 PM |User engaged in Skype chat with user -526177 (John Smith) between 2:17 and 2:26PM. “"‘r::f:;;' and
o . . User again accessed file C:/Documents and Settings/Roman/My IE History & File
15/24/13 02:21 PM S ) ;
20 Documents/Garmin/gpx/current. gpx. System
21 | 05/24/13 02:22 PM | User accessed http:/Mogin.live.com, Sign In page IE History
05/24/13 02:22 PM User executed an initial failed Google Scarch (“we could not understand™) on lat ="39.286130" File System & 1E
22 | 77T |lon ="-76.609936" History

can be done in a digital forensic analysis, it is prudent to leave room for further
analysis by making a statement to the effect of “Further review and analysis of
any of this information is available upon request.”

Forensic analysts often generate a timeline of key findings to help them iden-
tify patterns and organize findings to provide a useful summary for litigators.
This timeline can be in a tabular or visual form. Figure 2.13 shows a portion of
the timeline in a spreadsheet created for the investigative scenario developed
for this chapter.

The forensic analyst may also generate a link analysis and association matrix to
provide decision makers with a better understanding of important events and
interactions between people involved in a crime. For example, Figure 2.14 pro-
vides a simple link diagram.

Some link analysis tools can import e-mail and other digital data to help inves-
tigators identify patterns and relationships. In some circumstances, it is also
appropriate to summarize potential leads and other sources of evidence that
may help investigators develop their case.
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FIGURE 2.14

Link diagram of fictional murder
showing communications between
prime suspects with time progressing
from left to right.

Bossman
(410-555-1234)

Middleman
(410-555-5678)

Hitman
(301-555-1234)

Victim
(Joey Deer)

INVESTIGATIVE SCENARIO

Part 10: Summary of Forensic Analysis

The seized computer contained minimal and selective use,
with relevant activity ranging from approximately February
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13, 2009 to May 24, 2009. A timeline of important events is
provided in Figure 2.15.
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Viseo timeline diagram of key events in chapter scenario.
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INVESTIGATIVE SCENARIO—CONT'D

The user implemented privacy protection utilities like TOR,
and there is further evidence of use of the “wiping” utility
BCWipe. Neither BCWipe nor sanitization of Firefox 3 web
browsing history was executed immediately prior to acquisi-
tion, indicating that the user of the laptop may not have had
an opportunity, desire, or knowledge to destroy the data prior
to its seizure by the investigative agency.

User activity on the system was extremely limited, possi-
bly indicating a special-use system. However user Internet
history revealed activity related to the review of weapons,
and searches such as “liquid explosives” and “undetect-
able bomb”. Combined with research of the Baltimore Inner
Harbor and World Trade Center building, an analyst may reach
the conclusion that the user was involved in some aspect of a
potential domestic terrorist plot.

Numerous potential investigative leads were developed
during the limited forensic analysis. Many of these findings
would not have been found using simple keyword searches
that unfortunately dictate many forensic analyses. Examples
include reconstruction of Skype chats, critical Firefox 3 activ-
ity, and embedded data in files associated with a GPS device
containing the user's Home coordinates and a Skype XML file
with IP address assigned to the computer, leading to another
location used by the suspect. Furthermore, forensic analysis of
Intemnet activity combined with document metadata from the
file meta.xml contained within the Funds . odb Open Office

file enabled the examiner to confirm the Funds . odb spread-
sheet document was generated online at http://spreadsheets.
google.com.

At the beginning of this chapter, we mentioned that our
task in the scenario was to determine the target of the attack
and identify information that may lead to the identification of
others involved in this terrorist cell.

Forensic analysis revealed that a user of the subject com-
puter used privacy protection software, visited weapons related
web sites, called night vision device vendors using Skype, con-
ducted searches on terms such as “liquid explosives” and
undetectable bomb"”, researched the Baltimore Inner Harbor
World Trade Center, utilized various e-mail accounts, and
engaged in a Skype communication where an image of the
WTC was exchanged, a funds transfer was discussed, the tar-
get was acknowledged, and final authorization for the opera-
tion was confirmed.

Additionally, the forensic analysis identified sev-
eral additional potential sources of evidence: the USB
devices connected to the subject system, the user’'s and
John Smith’s Skype accounts, Hushmail account, Gmail
account (which includes online created and stored doc-
uments), Garmin nuvi GPS device, Nikon Coolpix Digital
Camera and storage media, the Gunbroker.com and
Western Union accounts, IP addresses, and stored GPS
locations.

SUMMARY

Digital evidence can help answer many questions in an investigation ranging
from the whereabouts of a victim at a given time, to the state of mind of the
offender. Therefore, evidence on computers and networks should be included
whenever feasible in crime reconstructions. At the same time, care must be
taken when interpreting the abstracted behavioral evidence that is stored on
computers. People use technology in creative ways that can complicate the
forensic analysis process, particularly when attempts are made to conceal digi-
tal evidence. Computers also have many subsystems that interact in ways that
can complicate the forensic analysis process. In all cases, given the malleability
and multivalent nature of digital evidence, it is necessary to seek corroborating
evidence from multiple independent sources. The risk of missing or misinter-
preting important details highlights the importance of utilizing the scientific
method to reach objective conclusions that are solidly based in the evidence.
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CHAPTER 3

Electronic Discovery

James O. Holley, Paul H. Luehr, Jessica Reust Smith,
and Joseph J. Schwerha IV

INTRODUCTION TO ELECTRONIC DISCOVERY

Electronic discovery or “e-discovery” is the exchange of data between parties
in civil or criminal litigation. The process is largely controlled by attorneys
who determine what data should be produced based on relevance or withheld
based on claims of privilege. Forensic examiners, however, play crucial roles as
technical advisors, hands-on collectors, and analysts.

Some examiners view electronic discovery as a second-class endeavor, void
of the investigative excitement of a trade secret case, an employment dispute,
or a criminal “whodunit.” These examiners, however, overlook the enormous
opportunities and challenges presented by electronic discovery. In sheer eco-
nomic terms, e-discovery dwarfs traditional digital forensics and will account
for $10.67 billion in estimated revenues by 2010 (Socha & Gelbman, 2008a).

This financial projection reflects the high stakes in e-discovery, where the out-
come can put a company out of business or a person in jail. Given the stakes,
there is little room for error at any stage of the e-discovery process—from
initial identification and preservation of evidence sources to the final pro-
duction and presentation of results. Failing to preserve or produce relevant
evidence can be deemed spoliation, leading to fines and other sanctions.

In technical terms, electronic discovery also poses a variety of daunting ques-
tions: Where are all the potentially relevant data stored? What should a com-
pany do to recover data from antiquated, legacy systems or to extract data from
more modern systems like enterprise portals and cloud storage? Does old
data need to be converted? If so, will the conversion process result in errors or
changes to important metadata? Is deleted information relevant to the case?
What types of false positives are being generated by keyword hits? Did the tools

Copyright © 2010 by Eoghan Casey and Elsevier Inc. All rights reserved.
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CASE STUDY: COLEMAN v. MORGAN STANLEY

In Coleman v. Morgan Stanley, after submitting a certificate to
the court stating that all relevant e-mail had been produced,
Morgan Stanley found relevant e-mail on 1600 additional
backup tapes. The judge decided not to admit the new e-mail
messages, and based on the company's failure to comply with
e-discovery requirements, the judge issued an “adverse infer-
ence” to the jury, namely that they could assume Morgan

Stanley had engaged in fraud in the underlying investment
case. As aresult, Morgan Stanley was ordered to pay $1.5 billion
in compensatory and punitive damages. An appeals court later
overturned this award, but the e-discovery findings were left
standing, and the company still suffered embarrassing press
like the The Wall Street Journal article, “How Morgan Stanley
botched a big case by fumbling e-mails” (Craig, 2005).

used to process relevant data cause any errors or omissions in the information
produced to lawyers? What file server data can be attributed to specific custodi-
ans? How can an examiner authenticate database reports? What can an exam-
iner do to fill in the gaps after e-mail has been erroneously deleted?

Confusion over terminology between lawyers, forensic examiners, and lay people
add to the complexity of e-discovery. For instance, a forensic examiner may use the
term “image” to describe a forensic duplicate of a hard drive, whereas an IT man-
ager may call routine backups an “image” of the system, and a lawyer may refer
to a graphical rendering of a document (e.g., in TIFF format) as an “image.” These
differing interpretations can lead to misunderstandings and major problems in
the e-discovery process, adding frustration to an already pressured situation.

Fortunately, the industry is slowly maturing and establishing a common lexicon.
Thanks to recent definitions within the 2006 amendments to the U.S. Federal
Rules of Civil Procedure (ER.C.P.), attorneys and examiners now typically refer
to e-discovery data as ESI—short for Electronically Stored Information. This
term is interpreted broadly and includes information stored on magnetic tapes,
optical disks, or any other digital media, even if it is not technically stored in
electronic form. In addition, George Socha and Thomas Gelbman have created
awidely accepted framework for e-discovery consulting known as the Electronic
Discovery Reference Model (EDRM). Shown in Figure 3.1, the EDRM breaks
down the electronic discovery process into six different stages.

The first EDRM stage involves information management and the process of
“getting your electronic house in order to mitigate risk & expenses should
electronic discovery become an issue.” (Socha & Gelbman, 2008a). The next
identification stage marks the true beginning of a specific e-discovery case and
describes the process of determining where ESI resides, its date range and for-
mat, and its potential relevance to a case. Preservation and collection cover the
harvesting of data using forensic or nonforensic tools. The processing stage
then covers the filtering of information by document type, data range, key-
words, and so on, and the conversion of the resulting data into more user-
friendly formats for review by attorneys. At this stage, forensic examiners may
be asked to apply their analysis to documents of particular interest to counsel.
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Diagram of the Electronic Discovery Reference Model showing stages from left to right (Socha & Gelbman, 2008a).

During production, data are turned over to an opposing party in the form of
native documents, TIFF images, or specially tagged and encoded load files com-
patible with litigation support applications like Summation or Concordance.
Finally, during the presentation stage, data are displayed for legal purposes
in depositions or at trial. The data are often presented in their native or near-
native format for evidentiary purposes, but specific content or properties may
be highlighted for purposes of legal argument and persuasion.

The Electronic Discovery Reference Model outlines objec-
tives of the processing stage, which include: “1) Capture
and preserve the body of electronic documents; 2) Associate
document collections with particular users (custodians); 3)
Capture and preserve the metadata associated with the elec-
tronic files within the collections; 4) Establish the parent-
child relationship between the various source data files; 5)

duplicate data within the given dataset; 6) Provide a means
to programmatically suppress material that is not relevant to
the review based on criteria such as keywords, date ranges
or other available metadata; 7) Unprotect and reveal infor-
mation within files; and 8) Accomplish all of these goals in a
manner that is both defensible with respect to clients’ legal
obligations and appropriately cost-effective and expedient in

Automate the identification and elimination of redundant, the context of the matter.”

This chapter explores the role of digital forensic examiners throughout these
phases of e-discovery, particularly in large-scale cases involving disputes
between organizations. It addresses the legal framework for e-discovery as well
as unique forensic questions that arise around case management, identification
and collection of ESI, and culling and production of data. Finally, this chap-
ter describes common pitfalls in the complex, high-stakes field of e-discovery,
with the goal of helping both new and experienced forensic examiners safely
navigate this potential minefield.
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LEGAL CONTEXT

In the past few years, the complexity of ESI and electronic discovery has
increased significantly. The set of governing regulations has become so intri-
cate that even professionals confess that they do not understand all the rules.
A 2008 survey of in-house counsel found that 79% of the 203 respondents
in the United States and 84% of the 200 respondents in the United Kingdom
were not up to date with ESI regulations (Kroll Ontrack, 2008). Although it is
beyond the scope of this chapter to cover all aspects of the legal context of dis-
covery of ESI, the points that are most relevant to digital investigators are pre-
sented in this section.

PRACTITIONER'’S TIP: INTERNATIONAL CONSIDERATIONS

This chapter focuses on the requirements of the United
States, but digital examiners should be aware that even
more stringent requirements may be present when evidence
is in foreign countries. Most of Europe, for example, affords
greater privacy protections to individuals in the workplace.
Therefore, in countries such as France, it is often necessary
to obtain the consent of an employee before conducting a
search on his or her work computer. The very acts of imaging
and reviewing a hard drive also may be subject to different

country-specific regulations. Spanish rules, for instance, may
require examiners to image a hard drive in the presence of
a public notary, and analysis may be limited to information
derived from specific keyword searches, not general roam-
ing through an EnCase file. Thus, a civil examination in that
country may look more like a computer search, which is sub-
ject to a criminal search warrant in the United States. For
more information on conducting internal investigations in
European Union countries, see Howell & Wertheimer (2008).

Legal Basis for Electronic Discovery

In civil litigation throughout the United States, courts are governed by their
respective rules of civil procedure. Each jurisdiction has its own set of rules,
but the rules of different courts are very similar as a whole.! As part of any
piece of civil litigation, the parties engage in a process called discovery. In gen-
eral, discovery allows each party to request and acquire relevant, nonprivileged
information in possession of the other parties to the litigation, as well as third
parties (ER.C.P. 26(b)). When that discoverable information is found in some
sort of electronic or digital format (i.e., hard disk drive, compact disc, etc.), the
process is called electronic discovery or e-discovery for short.

Theright to discover ESIis now well established. On December 1, 2006, amended
ER.C.P. went into effect and directly addressed the discovery of ESI. Although
states have not directly adopted the principles of these amendments en masse,
many states have changed their rules to follow the 2006 ER.C.P. amendments.

" For the purposes of this chapter, we are concentrating on the Federal Rules of Civil Procedure; however, each state
has its own set of civil procedures.



Legal Context

ESI Preservation: Obligations and Penalties

Recent amendments to various rules of civil procedure require attorneys—and
therefore digital examiners—to work much earlier, harder, and faster to iden-
tify and preserve potential evidence in a lawsuit. Unlike paper documents that
can sit undisturbed in a filing cabinet for several years before being collected for
litigation, many types of ESI are more fleeting. Drafts of smoking-gun memos can
be intentionally or unwittingly deleted or overwritten by individual users, server-
based e-mail can disappear automatically following a system purge of data in a
mailbox that has grown too large, and archived e-mail can disappear from backup
tapes that are being overwritten pursuant to a scheduled monthly tape rotation.

Just how early attorneys and digital examiners need to act will vary from case to
case, but generally they must take affirmative steps to preserve relevant informa-
tion once litigation or the need for certain data is foreseeable. In some cases like
employment actions, an organization may need to act months before a lawsuit
is even filed. For example, in Broccoli v. Echostar Communications, the court deter-
mined that the defendant had a duty to act when the plaintiff communicated
grievances to senior managers one year before the formal accusation. Failure to
do so can result in severe fines and other penalties such as described next.

CASE STUDY: ZUBULAKE v. UBS WARBURG

The seminal case of Zubulake v. UBS Warburg outlined many
ESI preservation duties in its decision. Laura Zubulake was
hired as a senior salesperson to UBS Warburg. She eventu-
ally brought a lawsuit against the company for gender dis-
crimination, and she requested, “all documents concerning
any communication by or between UBS employees concern-
ing Plaintiff” UBS produced about 100 e-mails and claimed
that its production was complete, but Ms. Zubulake's coun-
sel learned that UBS had not searched its backup tapes. What
began as a fairly mundane employment action turned into a
grand e-discovery battle, generating seven different opinions
from the bench and resulting in one of the largest jury awards
to a single employee in history.

The court stated that “a party or anticipated party must
retain all relevant documents (but not multiple identical cop-
ies) in existence at the time the duty to preserve attaches,
and any relevant documents created thereafter,” and outlined
three groups of interested parties who should maintain EST:

® Primary players: Those who are “likely to have
discoverable information that the disclosing party
may use to support its claims or defenses” (F.R.C.P.

26(a)(1)(A)).

® Assistants to primary players: Those who
prepared documents for those individuals that can be
readily identified.

® Witnesses: “The duty also extends to information
that is relevant to the claims or defenses of any party,
or which is ‘relevant to the subject matter involved in
the action” (F.R.C.P. 26(b)(1)).
The Zubulake court realized the particular difficulties associ-
ated with retrieving data from backup tapes and noted that
they generally do not need to be saved or searched, but the
court noted:

[I]t does make sense to create one exception to this
general rule. If a company can identify where particular
employee documents are stored on backup tapes,

then the tapes storing the documents of “key players”
to the existing or threatened litigation should be
preserved if the information contained on those tapes
is not otherwise available. This exception applies to all
backup tapes.

In addition to clarifying the preservation obligations in
e-discovery, the Zubulake case revealed some of the penal-
ties that can befall those who fail to meet these obligations.

(Continued)
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CASE STUDY: ZUBULAKE v. UBS WARBURG—CONT'D

The court sanctioned UBS Warburg for failing to preserve
and produce e-mail backup tapes and important messages,
or for producing some evidence late. The court required the
company to pay for additional depositions that explored how
data had gone missing in the first place. The jury heard testi-
mony about the missing evidence and returned a verdict for
$29.3 million, including $20.2 million in punitive damages.
The Zubulake court held the attorneys partially responsible

to notify all employees of a litigation hold and expect that the
party will then retain and produce all relevant information.
Counsel must take affirmative steps to monitor compliance
so that all sources of discoverable information are identified
and searched.” (Zubulake v. UBS Warburg, 2004). Increasingly,
attorneys have taken this charge to heart and frequently turn
to their digital examiners to help assure that their discovery
obligations are being met.

for the lost e-mail in the case and noted, “(I]t is not sufficient

Rather than grappling with these challenges every time new litigation
erupts, some organizations are taking a more strategic approach to prepare
for e-discovery and engage in data-mapping before a case even begins. The
two most fundamental aspects of being prepared for e-discovery are know-
ing the location of key data sources and ensuring that they meet regula-
tory requirements while containing the minimum data necessary to support
business needs. The data-mapping process involves identifying pieces of
data that are key to specific and recurring types of litigation (e.g., person-
nel files that are relevant to employment disputes). In turn, organizations
attempt to map important pieces of data to functional categories that are
assigned clear backup and retention policies. Organizations can then clean
house and expunge unnecessary data, not to eliminate incriminating digital
evidence, but to add greater efficiency to business operations and to reduce
the amount of time and resources needed to extract and review the data for
litigation.

In the best of all worlds, the data-mapping process cleanses a company of redun-
dant data and rogue systems and trains employees to store their data in consis-
tent forms at predictable locations. In a less perfect world, the data-mapping
process still allows a company to think more carefully about its data and align
an organization’s long-term business interests with its recurring litigation con-
cerns. For example, the data-mapping process may prompt an organization to
create a forensic image of a departing employee’s hard drive, especially when the
employee is a high-ranking officer or is leaving under a cloud of suspicion.

Determining Violations of the Electronic Discovery
Paradi

As pointed out by the Zubulake decision, the consequences of failing to pre-
serve data early in a case can be severe. Under ER.C.P. Rule 37, a court has
broad latitude to sanction a party in a variety of ways. Of course, courts are



CASE STUDY: QUALCOMM INC. v. BROADCOM CORP.

In Qualcomm Inc v. Broadcom Corp., the underlying dis-
pute centered on whether Qualcomm could claim a pat-
ent to video compression technology after it allegedly had
participated in an industry standards-setting body known
as the Joint Video Team (JVT). Qualcomm brought a law-
suit against Broadcom claiming patent infringement, but
the jury ultimately returned a unanimous verdict in favor
of Broadcom.

During all phases of the case, Qualcomm claimed that it
had not participated in the JVT. Qualcomm responded to

Legal Context m

numerous interrogatories and demands for e-mails regarding
its involvement in the JVT. When a Qualcomm witness even-
tually admitted that the company had participated in the JVT,
over 200,000 e-mails and other ESI were produced linking
Qualcomm to the JVT! The court determined that Qualcomm
had intentionally and maliciously hidden this information
from Broadcom and the court. As a result Qualcomm had to
pay sanctions (including attorney fees) of over $8 million and
several attorneys for Qualcomm were referred to the State Bar
for possible disciplinary action.

most concerned about attorneys or litigation parties that intentionally misrep-
resent the evidence in their possession, as seen in the Qualcomm case.

The following 10 recommendations are provided for investigators and in-house
counsel to avoid the same fate as Qualcomm (Roberts, 2008):

1. Use checklists and develop a standard discovery protocol;
2. Understand how and where your client maintains paper files and
electronic information, as well as your client’s business structures

and practices;

3. Go to the location where information is actually maintained—do not
rely entirely on the client to provide responsive materials to you,;

4. Ensure you know what steps your client, colleagues, and staff have
actually taken and confirm that their work has been done right;

b. Ask all witnesses about other potential witnesses and where and

how evidence was maintained;

6. Use the right search terms to discover electronic information,;

7. Bring your own IT staff to the client’s location and have them work
with the client’s IT staff, employ e-discovery vendors, or both;

8. Consider entering into an agreement with opposing counsel to
stipulate the locations to be searched, the individuals whose
computers and hard copy records are at issue, and the search terms

to be used;
9. Err on the side of production;

10. Document all steps taken to comply with your discovery protocol.

This is a useful and thorough set of guidelines for investigators to use for pres-
ervation of data issues, and can also serve as a quick factsheet in preparing for

depositions or testimony.
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Initial Meeting, Disclosures, and Discovery Agreements
In an effort to make e-discovery more efficient, ER.C.P. Rule 26(f) mandates
that parties meet and discuss how they want to handle ESI early in a case.

PRACTITIONER'S TIP: MEET AND CONFER

Lawyers often depend on digital examiners to help them pre-
pare for and navigate a Rule 26(f) conference. The meeting usu-
ally requires both technical and strategic thinking because full
discovery can run counter to cost concerns, confidentiality or
privacy issues, and claims of privilege. For example, an organi-
zation that wants to avoid costly and unnecessary restoration
of backup tapes should come to the table with an idea of what
those tapes contain and how much it would cost to restore
them. At the same time, if a party might be embarrassed by

personal information within deleted files or a computer’s old
Intemet history, counsel for that party might be wise to sug-
gest limiting discovery to specific types of active, user docu-
ments (.DOC, .XLS, .PDF, etc).Finally, privilege concerns
can often be mitigated if the parties can agree on the list of
attorneys that might show up in privileged documents, if they
can schedule sufficient time to perform a privilege review, and
if they allow each other to “claw back” privileged documents
that are mistakenly produced to the other side.

The initial meetings between the parties generally address what ESI should be
exchanged, in what format (e.g., native format versus tiffed images; electronic
version versus a printout, on CD/DVD versus hard drive delivery media),
what will constitute privileged information, and preservation considerations.
Lawyers must make ESI disclosures to each other and certify that they are cor-
rect. This process is especially constructive when knowledgeable and friendly
digital investigators can help lawyers understand their needs, capabilities,
and costs associated with various ESI choices. The initial meeting may result
in an agreement that helps all the parties understand their obligations. This
same agreement can help guide the parties if a dispute should arise.

CASE STUDY: INTEGRATED SERVICE SOLUTIONS, INC. v. RODMAN

Consider the case of Integrated Service Solutions, Inc. V.
Rodman. Integrated Service Solutions (ISS) brought a claim
against Rodman, which in tum required information from
a nonparty, VWR. VWR was subpoenaed to produce ESI in
connection with either ISS or Rodman. VWR expressed its
willingness to provide data but voiced several objections,
namely that the subpoena was too broad, compliance costs
were too great, and that ISS might obtain unfettered access
10 its systems (all common concerns).

VWR and ISS were able to reach a compromise in which
ISS identified particular keywords, PricewaterhouseCoopers
(PwC) conducted a search for $10,000, and VWR reviewed

the resulting materials presented by PwC. However, the rela-
tionship between VWR and ISS deteriorated, and when VWR
stated that it did not possess information pertinent to the liti-
gation, ISS responded that it was entitled to a copy of each
file identified by the search as well as a report analyzing the
information.

The case went before the court, which looked at the agree-
ment between the parties and held that ISS should receive a
report from PwC describing its methods, the extent of VWR's
cooperation, and some general conclusions. The court also
held that VWR should pay for any costs associated with gen-
erating the report.




This case underscores several key principals of e-discovery. First, even amicable
relationships between parties involved in e-discovery can deteriorate and require
judicial intervention. Second, digital investigators should be sensitive to the cost
and disclosure concerns of their clients. Third, digital examiners may be called
upon to play a neutral or objective role in the dispute, and last, the agreement or
contract between the parties is crucial in establishing the rights of each party.

Assessing What Data Is Reasonably Accessible

Electronic discovery involves more than the identification and collection of
data because attorneys must also decide whether the data meets three criteria
for production, namely whether the information is (1) relevant, (2) nonprivi-
leged, and (3) reasonably accessible (ER.C.P. 26(b)(2)(B)). The first two cri-
teria make sense intuitively. Nonrelevant information is not allowed at trial
because it simply bogs downs the proceedings, and withholding privileged
information makes sense in order to protect communications within special
relationships in our society, for example, between attorneys and clients, doc-
tors and patients, and such. Whether information is “reasonably accessible” is
harder to determine, yet this is an important threshold question in any case.

In the Zubulake case described earlier, the employee asked for “all documents
concerning any communications by or between UBS employees concern-
ing Plaintiff,” which included “without limitation, electronic or computer-
ized data compilations,” to which UBS argued the request was overly broad.
In that case Judge Shira A. Scheindlin, United States District Court, Southern
District of New York, identified three categories of reasonably accessible data:
(1) active, online data such as hard drive information, (2) near-line data to
include robotic tape libraries, and (3) offline storage such CDs or DVDs. The
judge also identified two categories of data generally not considered to be rea-
sonably accessible: (1) backup tapes and (2) erased, fragmented, and damaged
data. Although there remains some debate about the reasonable accessibility
of backup tapes used for archival purposes versus disaster recovery, many of
Judge Scheindlin’s distinctions were repeated in a 2005 Congressional report
from the Honorable Lee H. Rosenthal, Chair of the Advisory Committee on the
Federal Rules of Civil Procedure (Rosenthal, 2005), and Zubulake’s categories
of information still remain important guideposts (Mazza, 2007).

The courts use two general factors—burden and cost—to determine the accessi-
bility of different types of data. Using these general factors allows the courts to
take into account challenges of new technologies and any disparity in resources
among parties (Moore, 2005). If ESI is not readily accessible due to burden or
cost, then the party possessing that ESI may not have to produce it (see ER.C.P.
26(b)). Some parties, however, make the mistake of assessing the burden and
cost on their own and unilaterally decide not to preserve or disclose data that is
hard to reach or costly to produce. In fact, the rules require that a party provide

Legal Context
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“a description by category and locations, of all documents” with potentially
relevant data, both reasonably and not reasonably accessible (ER.C.P. 26(a)(1)
(B)). This allows the opposing side a chance to make a good cause showing to
the court why that information should be produced (ER.C.P. 26(a)(2)(B)).

These rules mean that digital examiners may have to work with IT departments
to change their data retention procedures and schedules, even if only tempo-
rarily, until the parties can negotiate an ESI agreement or a court can decide
what must be produced. The rules also mean that digital examiners may even-
tually leave behind data that they would ordinarily collect in many forensic
examinations, like e-mail backups, deleted files, and fragments of data in unal-
located space. These types of data may be relatively easy to acquire in a small
forensic examination but may be too difficult and too costly to gather for all
custodians over time in a large e-discovery case.

Utilizing Criminal Procedure to Accentuate E-Discovery
In some cases, such as lawsuits involving fraud allegations or theft of trade
secrets, digital examiners may find that the normal e-discovery process has been
altered by the existence of a parallel criminal investigation. In those cases, digi-
tal examiners may be required to work with the office of a local US Attorney,
State Attorney General, or District Attorney, since only these types of public
officials, and not private citizens, can bring criminal suits.

There are several advantages to working with a criminal agency. The first is
that the agency might be able to obtain the evidence quicker than a private
citizen could. For example, in United States v. Fierros-Alaverez, the police officer
was permitted to search the contents of a cellular phone during a traffic stop.
Second, the agency has greater authority to obtain information from third par-
ties. Third, there are favorable cost considerations since a public agency will
not charge you for their services. Finally, in several instances, information dis-
covered in a criminal proceeding can be used in a subsequent civil suit.

Apart from basic surveillance and interviews, criminal agencies often use four
legal tools to obtain evidence in digital investigations—a hold letter, a sub-
poena, a 'd’ order, and a search warrant.?

A criminal agency can preserve data early in an investigation by issuing a let-
ter under 18 U.S.C. 2703(f) to a person or an entity like an Internet Service
Provider (ISP). Based on the statute granting this authority, the notices are
often called “f letters” for short. The letter does not actually force someone to

2 Beyond the scope of this chapter are pen register orders, trap and trace orders, or wire taps that criminal authorities
can obtain to collect real-time information on digital connections and communications. These tools seldom come into
play in a case that has overlapping e-discovery issues in civil court.



produce evidence but does require they preserve the information for 90 days
(with the chance of an additional 90 day extension). This puts the party with
potential evidence on notice and buys the agency some time to access that
information or negotiate with the party to surrender it.

Many criminal agencies also use administrative or grand jury subpoenas to
obtain digital information as detailed in Federal Rules of Criminal Procedure
Rule 17. The subpoenas may be limited by privacy rights set forth in the
Electronic Communication Privacy Act (18 U.S.C. § 2510). Nevertheless, crim-
inal agencies can often receive data such as a customer’s online account infor-
mation and method of payment, a customer’s record of assigned IP numbers
and account logins or session times, and in some instances the contents of
historic e-mails.

Another less popular method of obtaining evidence is through a court “d”
order, under 18 U.S.C. §2703(d). This rule is not used as often because an
official must be able to state with “specific and articulateable” facts that there
is a reasonable belief that the targeted information is pertinent to the case.
However, this method is still helpful to obtain more than just subscriber infor-
mation—data such as Internet transactional information or a copy of a sus-
pect’s private homepage.

Search warrants are among the most powerful tools available to law enforce-
ment agencies (see Federal Rules of Criminal Procedure Rule 41). Agents must
receive court approval for search warrants and must show there is probable
cause to believe that evidence of a specified crime can be found on a person or
at a specific place and time. Search warrants are typically used to seize digital
media such as computer hard drives, thumb drives, DVDs, and such, as well as
the stored content of private communications from e-mail messages, voicemail
messages, or chat logs.

Despite the advantages of working a case with criminal authorities, there are
some potent disadvantages that need to be weighed. First, the cooperating pri-
vate party loses substantial control over its case. This means that the investiga-
tion, legal decisions (i.e., venue, charges, remedies sought, etc.), and the trial
itself will all be controlled by the government. Second, and on a corollary note,
the private party surrenders all control over the evidence. When government
agents conduct their criminal investigation, they receive the information and
interpret the findings, not the private party. If private parties wish to proceed
with a civil suit using the same evidence, they will typically have to wait until
the criminal case has been resolved.

It is imperative for digital examiners to understand the legal concepts behind
electronic discovery, as described earlier. You likely will never know more than
a lawyer who is familiar with all the relevant statutes and important e-discovery

Legal Context
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court decisions; however, your understanding of the basics will help you apply
your art and skills and determine where you can add the most value.

CASE MANAGEMENT

The total volume of potentially relevant data often presents the greatest chal-
lenge to examiners in an e-discovery case. A pure forensic matter may focus on
a few documents on a single 80 GB hard drive, but an e-discovery case often
encompasses a terabyte or more of data across dozens of media sources. For
this reason, e-discovery requires examiners to become effective case managers
and places a premium on their efficiency and organizational skills. These traits
are doubly important considering the tight deadlines that courts can impose
in e-discovery cases and the high costs that clients can incur if delays or mis-
takes occur.

PRACTITIONER'’S TIP: TOOL TESTING AND QUALITY ASSURANCE

Effective case management requires that examiners establisha  measures should be sufficiently comprehensive to identify both.
strategic plan at the outset of an e-discovery project, and imple-  Testing and verification of tools’ strengths and weaknesses
ment effective and documented quality assurance measures  before using them in case work is critical, however it should not
throughout each step of the process. Problems can arise from  lull examiners into performing limited quality assurance of the
both technical and human errors, and the quality assurance  results each time the tool is used (Lesemann & Reust, 2006).

Effective case management requires that examiners plan ahead. This means that
examiners must quickly determine where potentially relevant data reside, both
at the workstation and enterprise levels. As explained in more detail later in this
chapter (see the section, “Identification of Electronic Data”), a sit-down meet-
ing with a client’s IT staff, in-house counsel, and outside counsel can help focus
attention on the most important data sources and determine whether crucial
information might be systematically discarded or overwritten by normal busi-
ness processes. Joining the attorneys in the interviews of individual custodians
can also help determine if data are on expected media like local hard drives and
file servers or on far-flung media like individual thumb drives and home com-
puters. This information gathering process is more straightforward and efficient
when an organization has previously gone through a formal, proactive data-
mapping process, and knows where specific data types reside in their network.

Whether examiners are dealing with a well-organized or disorganized client,
they should consider drafting a protocol that describes how they intend to han-
dle different types of data associated with their case. The protocol can address
issues such as what media should be searched for specific file types (e.g., the
Exchange server for current e-mail, or hard drives and home directories for



archived PST, OST, MSG, and EML files), what tools can be used during collec-
tion, whether deleted data should be recovered by default, what keywords and
date ranges should be used to filter the data, and what type of deduplication
should be applied (e.g., eliminating duplicates within a specific custodian’s
data set, or eliminating duplicates across all custodians’ data). Designing a pro-
tocol at the start of the e-discovery process increases an examiner’s efficiency
and also helps manage the expectations of the parties involved.

A protocol can also help attorneys and clients come to terms with the overall
volume and potential costs of e-discovery. Often it will be the digital exam-
iner’s job to run the numbers and show how the addition of even a few more
data custodians can quickly increase costs. Though attorneys may think of a
new custodian as a single low-cost addition to a case, that custodian probably
has numerous sources of data and redundant copies of documents across mul-
tiple platforms. The following scenario shows how this multiplicative effect
can quickly inflate e-discovery costs.

THE POTENTIAL COST OF ADDING ONE MORE CUSTODIAN

One Custodian’s Data: Scanned paper documents = 1GB

Individual hard drive = 6GB of user data
Server e-mail = 0.50GB

Blackberries, PDAs = 0GB (if synchronized with e-mail)

Backup tapes — e-mail for 12 mo x 0.50GB = 6GB
Backup tapes — e-docs for 12 mo x 1.0GB = 12GB

Server home directory data = 1GB Potential data for one additional custodian = 28GB
Removable media (thumb drives) = 0.50GB Est. processing cost (at $1,500/GB) = $42,000

Case Management

Digital examiners may also be asked how costly and burdensome specific types of
information will be to preserve, collect, and process. This assessment may be used
to decide whether certain data are “reasonably accessible,” and may help deter-
mine if and how preservation, collection, processing, review, and production costs
should be shared between the parties. Under Zubulake, a court will consider seven
factors to determine if cost-shifting is appropriate (Zubulake v. UBS Warburg):

1. The extent to which the request is specifically tailored to discover rel-
evant information.

. The availability of such information from other sources.

. The total cost of production, compared to the amount in controversy.

4. The total cost of production, compared to the resources available to
each party.

. The relative ability of each party to control costs and its incentive to do so.

. The importance of the issues at stake in the litigation.

. The relative benefits to the parties of obtaining the information.

W N
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In an attempt to cut or limit e-discovery costs, a client will often volunteer to
have individual employees or the company’s own IT staff preserve and collect
documents needed for litigation. This can be acceptable in many e-discovery
cases. As described in more detail later, however, examiners should warn their
clients and counsel of the need for more robust and verifiable preservation if the
case hinges on embedded or file system metadata, important dates, sequencing
of events, alleged deletions, contested user actions, or other forensic issues.

If an examiner is tasked with preserving and collecting the data in question,
the examiner should verify that his or her proposed tools are adequate for
the job. A dry run on test data is often advisable because there will always be
bugs in some software programs, and these bugs will vary in complexity and
importance. Thus it is important to verify, test, and document the strengths
and weaknesses of a tool before using it, and apply approved patches or alter-
native approaches before collection begins.

Effective case management also requires that examiners document their
actions, not only at the beginning, but also throughout the e-discovery process.
Attorneys and the courts appreciate the attention to detail applied by most
forensic examiners, and if an examiner maintains an audit trail of his or her
activities, it often mitigates the impact of a problem, if one does arise.

FROM THE CASE FILES: DOCUMENTATION TO THE RESCUE

In a recent antitrust case, numerous employees with data
relevant to the suit had left the client company by the time a
lawsuit was filed. E-mail for former employees was located
on Exchange backups, but no home directories or hard drives
were located for these individuals. Later in the litigation,
when the opposing party protested the lack of data available
on former employees, the client's IT department disclosed
that data for old employees could be found under shared
folders for different departments. The client expressed out-
rage that this information had not been produced, but digital

examiners who had kept thorough records of their collec-
tions and deliveries were able to show that data for 32 of
34 former employees had indeed been produced, just under
the headings of the shared drives not under individual cus-
todian names. Thus, despite miscommunications about the
location of data for former employees, careful record-keep-
ing showed that there was little missing data, and former
employee files had been produced properly in the form they
were ordinarily maintained, under Federal Rules of Civil
Procedure Rule 34.

Documenting one’s actions also helps outside counsel and the client track the
progress of e-discovery. In this vein, forensic examiners may be accustomed to
tracking their evidence by media source (e.g., laptop hard drive, desktop hard
drive, DVD), but in an e-discovery case, they will probably be asked to track
data by custodian, as shown in Table 3.1. This allows attorneys to sequence
and prepare for litigation events such as a document production or the deposi-
tion of key witnesses. A custodian tracking sheet also allows paralegals to deter-
mine where an evidentiary gap may exist and helps them predict how much
data will arrive for review and when.



Table 3.1 Sample Tracking Sheet Summarizing ESI Preserved for Each Custodian

LAPTOP DESKTOP
NAME Image Date E-mail (GB) E-Docs (GB) Image Date E-mail (GB) E-Docs (GB)
John Doe 10/10/2008 1.5 1.2 10/10/2008 0 2.1
Jane Smith 10/10/2008 4.4 0.8 10/11/2008 1.2 1.7

EXCHANGE HOME DIR
E-mail (GB) E-Docs (GB)

1.8 5.5
4.3 7.7

Q
)
0
(0]
=
[
=}
@
Q
(0]
8
(0]
S
ot
~
~




CHAPTER 3 Electronic Discovery

Case management is most effective when it almost goes unnoticed, allowing
attorneys and the client to focus their attention on the substance and merits
of their case, not the harrowing logistical and technical hurdles posed by the
e-discovery process in the background. As described earlier, this means that
examiners should have a thorough understanding of the matter before iden-
tification and preservation has begun, as well as a documented quality assur-
ance program for collecting, processing, and producing data once e-discovery
has commenced.

IDENTIFICATION OF ELECTRONIC DATA

Before the ESI can be collected and preserved, the sources of potentially rele-
vant and discoverable ESI must be identified. Although the scope of the preser-
vation duty is typically determined by counsel, the digital investigator should
develop a sufficient understanding of the organization’s computer network
and how the specific custodians store their data to determine what data exists
and in what locations. Oftentimes this requires a more diligent and iterative
investigation than counsel expects, however it is a vital step in this initial phase
of e-discovery.

A comprehensive and thorough investigation to identify the potentially rele-
vant ESI is an essential component of a successful strategic plan for e-discovery
projects. This investigation determines whether the data available for review is
complete, and if questions and issues not apparent at the outset of the mat-
ter can be examined later down the road (Howell, 2005). A stockpile of media
containing relevant data being belatedly uncovered could call into question
any prior findings or conclusions reached, and possibly could lead to penalties
and sanctions from the court.

There are five digital storage locations that are the typical focus of e-discovery
projects (Friedberg & McGowan, 2006):

m Workstation environment, including old, current, and home desktops
and laptops

m Personal Digital Assistants (PDAs), such as the BlackBerry® and Treo®

® Removable media, such as CDs, DVDs, removable USB hard drives, and
USB “thumb” drives

m Server environment, including file, e-mail, instant messaging, database,
application and VOIP servers

m Backup environment, including archival and disaster recovery backups

Although these storage locations are the typical focus of e-discovery projects,
especially those where the data are being collected in a corporate environment,
examiners should be aware of other types of storage locations that may be rele-
vant such as digital media players and data stored by third parties (for example,
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Google Docs, Xdrive, Microsoft SkyDrive, blogs, and social networking sites
such as MySpace and Facebook).

Informational interviews and documentation requests are the core compo-
nents of a comprehensive and thorough investigation to identify the poten-
tially relevant ESI in these five locations, followed by review and analysis of
the information obtained to identify inconsistencies and gaps in the data col-
lected. In some instances a physical search of the company premises and off-
site storage is also necessary.

Informational Interviews

The first step in determining what data exist and in what location is to conduct
informational interviews of both the company IT personnel and the custodi-
ans. It is helpful to have some understanding of the case particulars, including
relevant data types, time period, and scope of preservation duty before con-
ducting the interviews. In addition, although policy and procedure documen-
tation can be requested in the IT personnel interviews, it may be helpful to
request them beforehand so they can be reviewed and any questions incorpo-
rated into the interview. Documenting the information obtained in these inter-
views is critical for many reasons, not least of which is the possibility that the
investigator may later be required to testify in a Rule 30(b)(6) deposition.

For assistance in structuring and documenting the interviews, readers might
develop their own interview guide. Alternatively, readers might consult vari-
ous published sources for assistance. For example, Kidwell et al. (2005) pro-
vide detailed guides both for developing Rule 26 document requests and for
conducting Rule 30(b)(6) depositions of IT professionals. Another source for
consideration is a more recent publication of the Sedona Conference (Sedona
Conference, 2008).

IT Personnel Interviews

The goal of the IT personnel interviews is to gain a familiarity and understand-
ing with the company network infrastructure to determine how and where rel-
evant ESI is stored.

When conducting informational interviews of company IT personnel, IT man-
agement such as the CIO or Director of IT will typically be unfamiliar with the
necessary infrastructure details, but should be able to identify and assemble the
staff that have responsibility for the relevant environments. Oftentimes it is the
staff “on the ground” who are able to provide the most accurate information
regarding both the theoretical policies and the practical reality. Another point
to keep in mind is that in larger companies where custodians span the nation
if not the world, there may be critical differences in the computer and network
infrastructure between regions and companies, and this process is complicated
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further if a company has undergone recent mergers and acquisitions. Suggested
questions to ask IT personnel are:

m Is there a centralized asset inventory system, and if so, obtain an asset
inventory for the relevant custodians. If not, what information is available
to determine the history of assets used by the relevant custodians?

m Regarding workstations, what is the operating system environment? Are
both desktops and laptops issued? Is disk or file level encryption used?
Are the workstations owned or leased? What is the refresh cycle and what
steps are taken prior to the workstations being redeployed? Are users
permitted to download software onto their workstations? Are software
audits performed on the workstations to determine compliance?

m Regarding PDAs and cell phones, how are the devices configured
and synchronized? Is it possible that data, such as messages sent from
a PDA, exist only on the PDA and not on the e-mail server? Is the
BlackBerry® server located and managed in-house?

m What are the policies regarding provision and use of removable media?

m Regarding general network questions, are users able to access
their workstations/e-mail/file shares remotely and if so what logs
are enabled? What are the Internet browsing and computer usage
policies? What network shares are typically mapped to workstations?
Are any enterprise storage and retention applications implemented
such as Symantec Enterprise Vault®? Is an updated general network
topology or data map available? Are outdated topologies or maps
available for the duration of the relevant time period?

m Regarding e-mail servers, what are their numbers, types, versions,
length of time deployed and locations? What mailbox size or date
restrictions are in place? Is there an automatic deletion policy in place?
What logging is enabled? Are employees able to replicate or archive
e-mail locally to their workstations or to mapped network shares?

m Regarding file servers, what are the numbers, types, versions, locations,
length of time deployed, data type stored, and departments served. Do users
have home directories? Are they restricted by size? What servers provide for
collaborative access, such as group shares or SharePoint®? To which shares
and/or projects do the custodians have access?

m Regarding the backup environment, what are the backup systems used
for the different server environments? What are the backup schedules and
retention policies? What is the date of the oldest backup? Have there been
any “irregular” backups created for migration purposes or “test” servers
deployed? What steps are in place to verify the success of the backup jobs?
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m Please provide information on any other data repositories such as
database servers, application servers, digital voicemail storage, legacy
systems, document management systems, and SANS.

m Have there been any other prior or on-going investigations or litigation
where data was preserved or original media collected by internal staff or
outside vendors? If so, where does this data reside now?

Obtaining explicit answers to these questions can be challenging and com-
plicated due to staff turnover, changes in company structure, and lack of doc-
umentation. On the flip side when answers are provided (especially if just
provided orally), care must be taken to corroborate the accuracy of the answers
with technical data or other reliable information.

Custodian Interviews

The goal of the custodian interviews is to determine how and where the custo-
dians store their data. Interviews of executive assistants may be necessary if they
have access to the executive’s electronic data. Suggested questions to ask are:

= How many laptops and desktops do they currently use? For how long
have they used them? Do they remember what happened to the computers
they used before, if any? Do they use a home computer for company-
related activities? Have they ever purchased a computer from the company?

m To what network shares do they have access? What network shares are
typically mapped to a drive letter on their workstation(s)?

® Do they have any removable media containing company-related data?
m Do they have a PDA and/or cell phone provided by the company?
m Do they use encryption?

® Do they use any instant messaging programs? Have they installed any
unapproved software programs on their workstation(s)?

m Do they archive their mail locally or maintain a copy on a company
server or removable media?

m Do they access their e-mail and/or files remotely? Do they maintain
an online storage account containing company data? Do they use
a personal e-mail address for company related activities, including
transfer of company files?

The information and documentation obtained through requests and the informa-
tional interviews can assist in creating a graphical representation of the company
network for the relevant time period. Although likely to be modified as new infor-
mation is learned, it will serve as an important reference throughout the e-discovery
project. As mentioned earlier, some larger corporations may have proactively gener-
ated a data map that will serve as the starting point for the identification of ESI.
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Analysis and Next Steps

Review and analysis of the information obtained is essential in identifying inconsis-
tencies and gaps in the data identification and collection. In addition, comparison
of answers in informational interviews with each other and against the documenta-
tion provided can identify consistent, corroborative information between sources,
which is just as important to document as inconsistencies. This review and analy-
sis is not typically short and sweet, and is often an iterative process that must be
undertaken as many times as new information is obtained, including after initial

review of the data collected and from forensic analysis of the preserved data.

FROM THE CASE FILES: FINDING THE MISSING LAPTOP

E-discovery consultants had been brought in by outside
counsel to a national publicly-held company facing a regu-
latory investigation into its financial dealings, and were ini-
tially tasked with identifying the data sources for custodians
in executive management. Counsel had determined that any
company-issued computer used by the custodians in the rel-
evant date range needed to be collected, thereby necessitat-
ing investigation into old and home computers. Without an
updated, centralized asset tracking system, company IT staff
had cobbled together an asset inventory from their own mem-
ory and from lists created by previous employees and interns.
The inventory showed that two Macintosh laptops had been
issued to the Chief Operations Officer (COO), however only

one had been provided for preservation by the COO, and he
maintained that he had not been issued any other Macintosh
laptop. The e-discovery consultants searched through the
COO's and his assistant’s e-mail that had already been col-
lected, identifying e-mail between the COO and the IT depart-
ment regarding two different Macintosh laptops, and then
found corresponding tickets in the company helpdesk sys-
tem showing requests for technical assistance from the COO.
When confronted with this evidence, the COO “found” the
laptop in a box in his attic and provided it to the digital inves-
tigator. Subsequent analysis of the laptop showed extensive
deletion activity the day before the COO had handed over the
laptop.

There are many challenges involved in identifying and collecting ESI, including
the sheer number and variety of digital storage devices that exist in many com-
panies, lack of documentation and knowledge of assets and IT infrastructure,
and deliberate obfuscation by company employees. Only through a compre-
hensive, diligent investigation and analysis you are likely to identify all rele-
vant ESI in preparation for collection and preservation.

FROM THE CASE FILES: HAND-ME-DOWN SYSTEMS

In a standard informational interview, investigators were told
by the IT department in the Eastern European division of an
intermational company that IT followed a strict process of
wiping the “old"” computer whenever a new computer was
provided to an employee. The investigators attempted to
independently verify this claim through careful comparison
of serial numbers and identification of “old"” computers that

had been transferred to new users. This review and analysis
showed intact user accounts for Custodian A on the com-
puters being used by Custodian B. The investigators ulti-
mately uncovered rampant “trading” and “sharing” of assets,
together with “gifting” of assets by high level executives to
subordinate employees, thereby prompting a much larger
investigation and preservation effort.
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FORENSIC PRESERVATION OF DATA

Having conducted various informational interviews and having received
and reviewed documents, lists and inventories from various sources to cre-
ate an initial company data map, the next step for counsel is to select
which of the available sources of ESI should be preserved and collected.
The specific facts of the matter will guide counsel’s decision regarding
preservation. Federal Rules of Evidence Rule 26(b)(1) allows that parties
“may obtain discovery regarding any non-privileged matter that is rele-
vant to any party’s claim or defense - including the existence, description,
nature, custody, condition, and location of any documents or other tan-
gible things and the identity and location of persons who know of any dis-
coverable matter.”

Once counsel selects which sources of ESI are likely to contain relevant data
and should be preserved in the matter, the next two phases of the electronic
discovery process as depicted in Figure 3.1 include preservation and collection.
Preservation includes steps taken to “ensure that ESI is protected against inap-
propriate alteration or destruction” and collection is the process of “gathering
ESI for future use in the electronic discovery process..."

Preservation for electronic discovery has become a complicated, multi-
faceted, steadily-changing concept in recent years. Starting with the
nebulous determination of when the duty to preserve arises, then
continuing into the litigation hold process (often equated to the herding
of cats) and the staggering volumes of material which may need to

be preserved in multiple global locations, platforms and formats, the
task of preservation is an enormous challenge for the modern litigator.
Seeking a foundation in reasonableness, wrestling with the scope

of preservation is often an exercise in finding an acceptable balance
between offsetting the risks of spoliation and sanctions related to
destruction of evidence, against allowing the business client to continue
to operate its business in a somewhat normal fashion. (Socha &
Gelbman, 2008b)

Although the EDRM defines “preservation” and “collection” as different stages
in electronic discovery for civil litigation, it has been our experience that preser-
vation and collection must be done at the same time when conducting investi-
gations, whether the underlying investigation is related to a financial statement
restatement, allegations of stock option backdating, alleged violations of the
Foreign Corrupt Practices Act, or other fraud, bribery, or corruption investiga-
tion. Given the volatile nature of electronic evidence and the ability of a bad
actor to quickly destroy that evidence, a digital investigator’s perspective must

be different.
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Electronic evidence that is not yet in the hands of someone who recognizes its
volatility (i.e., the evidence has not been collected) and who is also absolutely
committed to its protection has not really been preserved, regardless of the con-
tent of any preservation notice corporate counsel may have sent to custodians.

PRACTITIONER'’S TIP: DESTRUCTION OF EVIDENCE

Besides the case cited, we have conducted numerous inves-
tigations where custodians, prior to turning over data sources
under their control, have actively taken steps to destroy rel-
evant evidence in contravention of counsels’ notice to them
to “preserve” data. These steps have included actions like:

® {Jsing a data destruction tool on their desktop hard
drive to destroy selected files

® Completely wiping their entire hard drive

® Reinstalling the operating system onto their laptop
hard drive

® Removing the original hard drive from their laptop
and replacing it with a new, blank drive

® Copying relevant files from their laptop to a network
drive or USB drive and deleting the relevant files from
their laptop

® Printing relevant files, deleting them from the
computer, and attempting to wipe the hard drive
using a data destruction tool

® Setting the system clock on their computer to an
earlier date and attempting to fabricate electronic
evidence dated and timed to corroborate a story

® Sending themselves e-mail to attempt to fabricate
electronic evidence

® Physically destroying their laptop hard drive with a
hammer and reporting that the drive “crashed”

® Taking boxes of relevant paper files from their office
to the restroom and flushing documents down the
toilet

® Hiding relevant backup tapes in their vehicle

® Surreptitiously removing labels from relevant
backup tapes, inserting them into a tape robot, and
scheduling an immediate out-of-cycle backup to
overwrite the relevant tapes

® Purchasing their corporate owned computer from
the company the day before a scheduled forensic
collection and declaring it “personal” property not
subject to production

FROM THE CASE FILES: PRESERVED BACKUP TAPES PUT

BACK INTO ROTATION

We were retained by outside counsel as part of the investiga-
tion team examining the facts and circumstances surround-
ing a financial statement restatement by an overseas bank
with US offices. The principal accounting issue focused on
the financial statement treatment of certain loans the bank
made and then sold. It was alleged that certain bank execu-
tives routinely made undisclosed side agreements with the
purchasers to buy back loans that eventually defaulted after
the sale. Commitments to buy back defaulted loans would
have an affect on the accounting treatment of the transac-
tions. Faced with pending regulatory inquiries, in-house
counsel sent litigation hold notices to custodians and directed

IT staff to preserve relevant backup tapes. The preservation
process performed by IT staff simply included temporarily
halting tape rotations. But no one actually took the relevant
tapes from IT to lock them away. In the course of time, IT ran
low on tape inventory for daily, weekly and monthly back-
ups. Eventually, IT put the relevant tapes back into rotation.
By the time IT disclosed to in-house counsel that they were
rotating backup tapes again, more than 600 tapes potentially
holding relevant data from the time period under review had
been overwritten. The data, which had been temporarily pre-
served at the direction of counsel was never collected and
was eventually lost.
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Forensic examiners might use a wide variety of tools, technologies, and meth-
odologies to preserve and collect the data selected by counsel, depending on
the underlying data source.* Regardless of the specific tool, technology, or
methodology, the forensic preservation process must meet certain standards,
including technical standards for accuracy and completeness, and legal stan-
dards for authenticity and admissibility.

Historically, forensic examiners have relied heavily on creating forensic images
of static media to preserve and collect electronic evidence.* But more and more
often, relevant ESI resides on data sources that can not be shut down for tra-
ditional forensic preservation and collection, including running, revenue gen-
erating servers or multi-Terabyte Storage Area Networks attached to corporate
servers.

Recognizing the evolving nature of digital evidence, the Association of Chief
Police Officers has published its fourth edition of The Good Practice Guide for
Computer-Based Electronic Evidence (ACPO, 2008). This guide was updated to
take into account that the “traditional ‘pull-the-plug’ approach overlooks the
vast amounts of volatile (memory-resident and ephemeral) data that will be
lost. Today, digital investigators are routinely faced with the reality of sophis-
ticated data encryption, as well as hacking tools and malicious software that
may exist solely within memory. Capturing and working with volatile data
may therefore provide the only route towards finding important evidence.”
Additionally, with the advent of full-disk encryption technologies, the tradi-
tional approach to forensic preservation is becoming less and less relevant.
However, the strict requirement to preserve and collect data using a sound
approach that is well documented, has been tested, and does not change the
content of or metadata about electronic evidence if at all possible, has not
changed.

Preserving and Collecting E-mail from Live Servers

Laptop, desktop, and server computers once played a supporting role in the
corporate environment: shutting them down for traditional forensic imag-
ing tended to have only a minor impact on the company. However, in today’s

3 Research performed by James Holley identified 59 hardware and software tools commercially or publicly available for
preserving forensic images of electronic media (Holley, 2008).

4 “Static Media” refers to media that are not subject to routine changes in content. Historically, forensic duplication
procedures included shutting down the computer, removing the internal hard drive, attaching the drive to a forensic
write blocker, and preserving a forensic image of the media. This process necessarily ignores potentially important
and relevant volatile data contained on the memory of a running computer. Once the computer is powered down, the
volatile memory data are lost.
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business environment, shutting down servers can have tremendously nega-
tive impacts on the company. In many instances, the company’s servers are
not just supporting the business—they are the business. The availability of
software tools and methodologies capable of preserving data from live, run-
ning servers means that it is no longer absolutely necessary to shut down a
production e-mail or file server to preserve data from it. Available tools and
methodologies allow investigators to strike a balance between the require-
ments for a forensically sound preservation process and the business imper-
ative of minimizing impact on normal operations during the preservation
process (e.g., lost productivity as employees sit waiting for key servers to
come back online or lost revenue as the company’s customers wait for serv-
ers to come back online).

Perhaps the most requested and most produced source of ESI is e-mail com-
munication. Counsel is most interested to begin reviewing e-mail as soon as
practicable after forensic preservation. Because the content of e-mail commu-
nications might tend to show that a custodian knew or should have known
certain facts; or took, should have taken, or failed to take certain action; proper
forensic preservation of e-mail data sources is a central part of the electronic
discovery process. In our experience over the last 10 years conducting investi-
gations, the two most common e-mail infrastructures we've encountered are
Microsoft Exchange Server (combined with the Microsoft Outlook e-mail cli-
ent) and Lotus Domino server (combined with the Lotus Notes e-mail client).
There are, of course, other e-mail servers/e-mail clients in use in the business
environment today. But those tend to be less common. In the course of our
investigations, we've seen a wide variety of e-mail infrastructures, including
e-mail servers (Novell GroupWise, UNIX Sendmail, Eudora Internet Mail
Server and Postfix) and e-mail clients (GroupWise, Outlook Express, Mozilla,
and Eudora). In a few cases, the company completely outsourced their e-mail
infrastructure by using web-based e-mail (such as Gmail or Hotmail) or AOL
mail for their e-mail communications.

Preserving and Collecting E-mail from Live Microsoft
Exchange Servers

To preserve custodian e-mail from a live Microsoft Exchange Server, forensic
examiners typically take one of several different approaches, depending on the
specific facts of the matter. Those approaches might include:

m Exporting a copy of the custodian’s mailbox from the server using a
Microsoft Outlook e-mail client

m In older versions of Exchange, exporting a copy of the custodian’s
mailbox from the server using Microsoft's Mailbox Merge utility
(Exmerge)
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m In Exchange 2007, exporting a copy of the custodian’s mailbox using
the Exchange Management Shell

m Exporting a copy of the custodian’s mailbox from the server using
a specialized third-party tool (e.g., GFI PST-Exchange Email Export
wizard)

® Obtaining a backup copy of the entire Exchange Server “Information
Store” from a properly created full backup of the server

m Temporarily shutting down Exchange Server services and making a
copy of the Exchange database files that comprise the Information
Store

m Using a software utility such as F-Response™ or EnCase
Enterprise to access a live Exchange Server over the network and
copying either individual mailboxes or an entire Exchange
database file

Each approach has its advantages and disadvantages. When exporting a cus-
todian’s mailbox using Microsoft Outlook, the person doing the exporting
typically logs into the server as the custodian. This can, under some circum-
stances, be problematic. One advantage of this approach, though, is that the
newer versions of the Outlook client can create very large (>1.7GB) Outlook
e-mail archives. For custodians who have a large volume of mail in their
accounts, this might be a viable approach if logging in as the custodian to
collect the mail does not present an unacceptable risk. One potential down-
side to this approach is that the Outlook client might not collect deleted
e-mail messages retained in the Microsoft Exchange special retention area
called “the dumpster,” which is a special location in the Exchange data-
base file where deleted messages are retained by the server for a configu-
rable period of time. Additionally, Outlook will not collect any part of any
“double-deleted” message. Double-deleted is a term sometimes used to refer
to messages that have been soft-deleted from an Outlook folder (e.g., the
Inbox) into the local Deleted Items folder and then deleted from the Deleted
Items folder. These messages reside essentially in the unallocated space of the
Exchange database file, and are different from hard-deleted, which bypass
the Deleted Items folder altogether during deletion. Using Outlook to export
a custodian’s mailbox would not copy out any recoverable double-deleted
messages or fragments of partially overwritten messages.

One advantage of using the Exmerge utility to collect custodian e-mail from a
live Exchange server is that Exmerge can be configured to collect deleted mes-
sages retained in the dumpster and create detailed logs of the collection pro-
cess. However, there are at least two main disadvantages to using Exmerge. First,
even the latest version of Exmerge cannot create Outlook e-mail containers larger
than 1.7GB. For custodians who have a large volume of e-mail in their account,

Microsoft Exchange stores
mailboxes in a database
comprised of two files:
privl.edband privl
.stm. The privl.edb
file contains all e-mail
messages, headers, and
text attachments. The
privil.stmfile contains
multimedia data that are
MIME encoded. Similarly,
public folders are stored

in files publ . edb and
publ. stm. An organiza-
tion may maintain multiple
Exchange Storage Groups,
each with their own set of
databases. Collectively, all
databases associated with
a given Exchange imple-
mentation are referred to
as an Information Store,
and for every . EDB file
there will be an associated
. sTM file (Buike, 2005).
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the e-mail must be segregated into multiple Outlook containers, each less than
about 1.7GB. Exmerge provides a facility for this, but configuring and executing
Exmerge multiple times for the task and in a manner that does not miss mes-
sages can be problematic. Second, Exmerge will not collect any part of a double-
deleted message that is not still in the dumpster. So there could be recoverable
deleted messages or fragments of partially overwritten messages that Exmerge
will not copy out.

TOOL FEATURE: USING EXMERGE TO PRESERVE E-MAIL

Exmerge can be run with the Exmerge GUI or in batch To enable the maximum logging level for Exmerge, it is
mode from the command line. The screenshots in Figures necessary to edit the Exmergeini configuration file, setting
3.2 through 3.4 show the steps to follow to extract a mailbox,  LoggingLevel to the value 3.

including the items in the Dumpster, using the Exmerge GUIL

FIGURE 3.2 Microsoft Exchange Mailbox Merge Wizard
Configuring Exmerge
to extract a custodian’s Procedure Selection

Please select the procedure you would like to perform

mailbox from a live
Exchange Server 2003
into a PST.




FIGURE 3.3
Configuring Exmerge
to extract “ltems from
Dumpster.”

Data Selection Criteria

FIGURE 3.4

If a custodian has multiple

GB of e-mail on the server,
this Exmerge screen allows
the investigator to use date
criteria to export the e-mail
into date constrained PSTs,

Data Selection Criteria

T | Uk
it A8 79y HHer:ss /8709 HHIMTESS keeping the size of any one
PST under 1.7GB.

W HIGH MES

f* 2 [JEl]

89
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With the release of Exchange Server 2007, Microsoft did not update the Exmerge
utility. Instead, the latest version of Exchange Server includes new command-
line functionality integrated into the Exchange Management Shell essentially
to replace Exmerge.

The Exchange Management Shell provides a command-line interface
and associated command-line plug-ins for Exchange Server that enable
automation of administrative tasks. With the Exchange Management
Shell, administrators can manage every aspect of Microsoft

Exchange 2007, including mailbox moves and exports. The Exchange
Management Shell can perform every task that can be performed by
Exchange Management Console in addition to tasks that cannot be
performed in Exchange Management Console. (Microsoft, 2007a)

The Exchange Management Shell PowerShell (PS) Export-Mailbox command-
let (cmdlet) can be used either to export out specific mailboxes or to cycle
through the message store, allowing the investigator to select the mailboxes
to be extracted. By default, the Export-Mailbox cmdlet copies out all folders,
including empty folders and subfolders, and all message types, including mes-
sages from the Dumpster. For a comprehensive discussion of the Export-Mailbox
cmdlet and the permissions required to run the cmdlet see Microsoft (2007b).

The following is the command to export a specific mailbox, “jsmith@company.
com,” to a PST file named jsmith.pst:

Export-Mailbox -Identity jsmith@company.com
-PSTFolderpath c:\jsmith.pst

The following is the command to cycle through message store “MailStore01”
on server named “EXMAILO01,” allowing the investigator to select the mailboxes
to be extracted:

Get-Mailbox -Database EXMAILOl\MailStore(Ol | Export-
Mailbox -PSTFolderpath c:\pst”

TOOL FEATURE: USING MICROSOFT EXCHANGE EXPORT-MAILBOX

COMMAND-LET

The screenshots in Figures 3.5 through 3.7 show the steps (Note: The following screen captures were taken during a
to follow to cycle through message store “EMT"” on the live investigation, however the names have been changed to
Exchange server named “MAIL2,” allowing the investigator — protect custodian identities.)

to select the mailboxes to be extracted.
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B2 Machine: 1094-0ld | Scope: mytestserver.com

~Mailbuox i] s i Expurt—HMalllbwx P3TFolderpath c:ispst

FIGURE 3.5
Using the Exchange Management Shell PowerShell (PS) Export-Mailbox command-let (cmdlet) to export a
custodian’s mailbox from an Exchange Server 2007 system.

B8 Machine: 1094-0ld | Scope: mytestserver.com HE X

set—Mailbhox a nail2\EMT

+forn thi

Fowm th
n th

FIGURE 3.6

The cmdlet will cycle through each mailbox in the message store and allow the investigator to select
which mailboxes will be extracted. In this example, James’s mailbox is extracted but Jessica’s and
Eoghan’s are not.

[ Machine: 1094-0ld | Scope: mytestserver.com

[PE] t-Mailbox —-Database mai port—Mailbox -FS erpath c

james.holley
Moving messages. Deleted Items= (360./688>
[ooooo0O0OOOOOO00D0OD

FIGURE 3.7
Confirmation that the extraction process is running and is extracting messages from the “Deleted ltems”
folder.

The most complete collection from a Microsoft Exchange Server is to collect
a copy of the Information Store (i.e., the privl.edb file and its associated
. STM file for the private mailbox store as well as the pub1 . edb and associated
. STM file for the Public Folder store). The primary advantage of collecting the
entire information store is that the process preserves and collects all e-mail in
the store for all users with accounts on the server. If during the course of review
it becomes apparent that new custodians should be added to the initial custo-
dian list, then the e-mail for those new custodians has already been preserved
and collected.
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Traditionally, the collection of these files from the live server would necessi-
tate shutting down e-mail server services for a period of time because files that
are open for access by an application (i.e., the running Exchange Server ser-
vices) cannot typically be copied from the server. E-mail server services must
be shut down so the files themselves are closed by the exiting Exchange appli-
cation and they are no longer open for access. This temporary shutdown can
have a negative impact on the company and the productivity of its employees.
However, the impact of shutting down e-mail server services is rarely as sig-
nificant as shutting down a revenue-producing server for traditional forensic
imaging. In some cases, perhaps a process like this can be scheduled to be done
off hours or over a weekend to further minimize impact on the company.

More recently, software utilities such as F-Response™ can be used to access the
live Exchange Server over the network and to preserve copies of the files com-
prising the Information Store. F-Response (to enable access to the live server)
coupled with EnCase® Forensic or AccessData’s FTK Imager® could be used
to preserve the .EDB and .STM files that comprise the Information Store.
Alternatively, F-Response coupled with Paraben’s Network E-mail Examiner™

could be used to preserve individual mailboxes from the live server.

F-Response (www.f-response.com/) is a software utility
based on the iSCSI standard that allows read-only access
to a computer or computers over an IP network. The exam-
iner can then use his or her tool of choice to analyze or col-
lect data from the computer. Different types of licenses are
available, and the example shown in Figures 3.8 through 3.12
(provided by Thomas Harris-Warrick) is shown using the
Consultant Edition, which allows for multiple computers to
be accessed from one examiner machine.

The examiner’s computer must have the iSCSI initiator,
F-Response and the necessary forensic collection or analy-
sis tools installed, and the F-Response USB dongle inserted
in the machine. The “target” computer must be running the
“F-Response Target code,” which is an executable than can
be run from a thumb drive.

1. Start F-Response NetUniKey Server

The first step is to initiate the connection from the examiner's
computer to the target computer, by starting the F-Response
NetUniKey server. The IP address and port listed are the IP and
port listening for validation requests from the target computer(s).

TOOL FEATURE: F-RESPONSE—PRESERVATION OF AN EDB FROM
A LIVE MICROSOFT EXCHANGE SERVER

2. Start F-Response Target Code on Target
Computer

Upon execution of the F-Response Target code, a window
will appear requesting the IP address and port of the exam-
iner's machine that is listening for a validation request. After
entering in this information, the window in Figure 3.9 will
appear. The host IP address, TCP address, username and
password must be identified.

3. Consultant Connector

The next step involves opening and configuring the iSCSI
Initiator, which used to be completed manually. F-Response
has released a beta version of Consultant Connector, how-
ever, which completes this process for you, resulting in
read-only access to the hard drive of the target computer.

4. Preservation of EDB File

The Microsoft Exchange Server was live when accessed
with F-Response, and it was not necessary to shut down the
server during the collection of the EDB file using FTK Imager
(see additional detail, further, on FTK Imager).
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FIGURE 3.8
F-Response NetUniKey server.

FIGURE 3.9
F-Response window on target computer.
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FIGURE 3.10
F-Response Consultant
Connector showing read-
only access to hard drive of
target computer.

FIGURE 3.11
Live Microsoft Exchange
Server on target computer.

FIGURE 3.12
Successful collection of
EDB file from live Microsoft
Exchange Server using
F-Response and FTK
Imager.
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Another approach to collecting the . EDB and . STM files might be to collect a
very recent full backup of the Exchange Server Information Store if the com-
pany uses a backup utility that includes an Exchange Agent. The Exchange
Agent software will enable the backup software to make a full backup of the
Information Store, including the privl.edb file, the publ.edb file, and
their associated . STM files.

Once the Information Store itself or the collective .EDB and . STM files that
comprise the Information Store are preserved and collected, there are a number
of third-party utilities on the market today that can extract a custodian’s mail-
box from them. Additionally, if the circumstances warrant, an in-depth foren-
sic analysis of the . EDB and . STM files can be conducted to attempt to identify
fragments of partially overwritten e-mail that might remain in the unallocated
space of the . EDB or . STM files.

FROM THE CASE FILES: EVIDENCE IN UNALLOCATED SPACE

OF MICROSOFT EXCHANGE DATABASE

This was the case in an arbitration. The central issue in the
dispute was whether the seller had communicated certain
important information to the buyer prior to the close of the
transaction. The seller had received this information from a
third party prior to close. The buyer claimed to have found
out about the information after the close and also found
out the seller possessed the information prior to close. The
buyer claimed the seller intentionally withheld the informa-
tion. An executive at the seller company had the informa-
tion in an attachment to an e-mail in their inbox. Metadata in
the Microsoft Outlook e-mail client indicated the e-mail had
been forwarded. However, the Sent Items copy of the e-mail
was no longer available. The employee claimed the addressee
was an executive at the buyer company. The buyer claimed
the recipients must have been internal to the seller company
and that the buyer did not receive the forwarded e-mail.

The seller company hired us to conduct an exhaustive
search for a copy of the forwarded e-mail throughout their

own internal e-mail archives, including forensic images of all
key executives’ laptop and desktop computers as well as a
forensic examination of the current e-mail server and e-mail
server backup tapes. The purpose of the examination was to
attempt to determine the addressees of the forwarded e-mail.
The buyer company refused to examine their own archives
and refused to allow a forensic examination of their comput-
ers. Both Exmerge and Paraben's Network E-mail Examiner
found the e-mail in the Inbox of the seller employee—nei-
ther tool found a copy of the forwarded message. However,
a forensic examination of the .EDB file uncovered fragments
of the relevant e-mail in the unallocated space of the seller's
EDB file. These fragments allowed the seller company to sub-
stantiate their claim of forwarding the message to the buyer.
Although this kind of in-depth forensic recovery of fragments
of a deleted e-mail is not always necessary, if the central
issue might be decided by a single e-mail, the effort might
be worthwhile.

In addition, some companies have been deploying enterprise level e-mail
storage and management applications that they anticipate using not only to
store and manage the company’s e-mail data, but also to respond to discovery
requests. In some cases, the application houses much of the archived e-mail data
for the custodians, and could also be configured to maintain a copy of every
e-mail that enters or leaves the Exchange environment, regardless of whether a
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PRACTITIONER'’S TIP: LOTUS DOMINO CONSIDERATIONS

with Lotus Domino.

At least three considerations come to mind when working

user later deleted the e-mail from their account on the Exchange server. A forensic
examiner may need to preserve data from these applications and should deter-
mine the tool’s functionality and configuration from the company IT department
to assist in this process. The importance of verifying the application’s ability to
provide accurate and complete information is discussed in Howell (2009).

Preserving and Collecting E-mail from Lotus Domino
Server

Unlike Exchange Server, where e-mail is contained in a unified database stor-
age file (i.e., the privl.edb file) and must be extracted from the .EDB file
into . PST files for processing into a review environment, on Lotus Domino
server each custodian will have their own separate e-mail file (IBM, 2007).
Each custodian will have a Lotus Notes data file on the server that holds the
custodian’s e-mail, as well as other Lotus Notes items (e.g., Calendar items,
To-Do lists, etc.). A complete collection from the live Lotus Domino server
can be as simple as making a copy of each .NSF file assigned to a custodian.
However, consider collecting . NSF files for all e-mail users at the time. If dur-
ing the course of reviewing a custodian’s e-mail it becomes apparent that new
custodians should be added to the initial custodian list, you'll be better able
to respond to the needs of the matter if e-mail for those new custodians has
already been preserved and collected.

the .NSF file on the server might be open for access by
the custodian’s copy of Lotus Notes on his or her laptop/
desktop as long as the Lotus Notes application is active.

1. A custodian’s .NSF file might not have a name that
clearly links it to the custodian. For instance, the
.NSF file for custodian Joe Smith could be called
123456.nsf. To confirm that you preserve the correct
mail files, consider asking for a custodian/e-mail file
cross reference.

2. Unlike Exchange, where the .EDB and .STM files are
always open for access by Exchange Server services,
each .NsF file should be open for access only during a
replication event. Copying the .NSF files off the server
should generally not be hampered by open file access
and shutting down e-mail server services should not
be necessary. One exception to this is the case where
a custodian does not have a replica of his or her e-mail
on the local computer: the custodian could access his
or her e-mail directly from the server copy. In that case,

The custodian might need to close Lotus Notes on the
laptop or desktop to release the . NSF file on the server.

. Lotus Notes .NSF files can be protected with local

encryption such that the user’s ID file and password are
required to open the .NSF file and access the e-mail
data. After the .NSF has been opened in Lotus Notes
using the ID file and password, the protection can be
removed by creating a copy of the database file with-
out encryption. Individual messages may also be pro-
tected even if the entire database file is not, and in most
instances the ID file and password used at the time the
message was protected must be used to decrypt the
message. Messages that are individually protected have
avalue of “1" in the Lotus Notes field “Encrypted,” which
can be used to identify the messages if necessary.
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Most of the electronic discovery review tools on the market today can take as
input a native Lotus Notes .NSF file for processing into their review environ-
ment, so the . NSF files typically do not require further processing.

The tools commonly used to complete this collection could be as simple and
cost-effective as xxcopy™ (see the next section for more details) or as complex
as an EnCase Enterprise e-discovery suite.

Preserving and Collecting Home Drives and
Departmental Shares®

Several tools are available to the forensic examiner for preserving and collect-
ing data from live file servers. Two of the more robust tools are FTK Imager by
AccessData, which is free, and xxcopy, which is free for noncommercial use,
and licensed for commercial use.

FTK Imager, which has a “lite” version that can be run on a server from CD or
USB without installing the software on the server, has several advantages over
xxcopy. First, FTK Imager can preserve certain metadata about files and fold-
ers and it containerizes the data into evidence containers. This protects the
data and the metadata from accidental modification. Additionally, since FTK
Imager is a forensic tool, it provides an opportunity to identify and attempt to
recover deleted files from the live server.

TOOL FEATURE: PRESERVING LOGICAL FILES USING FTK IMAGER

Using FTK Imager to preserve logical data, such as a
custodian's home directory, from a live server is a simple
process. The screenshot in Figure 3.13 shows the open-
ing screen of FTK Imager and adding the live server as
a logical drive.

Once the drive has been added as an evidence item, the
files, including deleted files, are available for review and
export as a logical image (AD1) (Figure 3.14).

After identifying the destination directory and filename of
the local image file to be exported, the user can choose to
generate a directory listing of all the files in the image, which

is recommended for documentation and quality assurance
purposes (Figure 3.15).

After the preservation is completed, a results window will
open informing the user if the process was successful or not
(Figure 3.16). This information, including a hash value for the log-
ical image itself, is included in a log file that is automatically gen-
erated and saved in the destination directory. The generation of a
hash value is another advantage of FTK Imager over xxcopy.

The AD1 logical image file should always be opened in FTK
Imager after completion to verify that the data was preserved
accurately and completely.

5By “home drive” we mean that personal network space assigned to a custodian for individual or personal use. Other
than a system administrator with privileged access to the file server housing the home drives, only the custodian
should be able to read files from and write files to their home drive. Contrast this with a departmental share where all
employees assigned to a department (e.g., Finance, HR, Accounting, IT, etc.) map the departmental share to their local

computer and have permission to read from and write to the shared space.
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FIGURE 3.13
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- . FIGURE 3.15
Create Image K FTK Imager configured to
capture a logical image of
Eoghan Casey’s home drive.
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The other useful tool for preserving logical files is xxcopy™ by Pixielab, Inc.
(www.xxcopy.com/), which is based on the Microsoft xcopy command that can be
used to preserve data from file servers. The xxcopy utility can be configured to gen-
erate a detailed log of the copying process, and can preserve the date and time meta-
data for the files and folders of both the original files being copied, and the copy
of the files. In addition, xxcopy recently added Unicode support with version
2.97.3, the previous lack of which was a major disadvantage as xxcopy would not
always log folders that were not copied due to Unicode characters in the folder
name. However, xxcopy has several disadvantages compared with FTK Imager:

m xxcopy does not place the files it copies into a “container.” The files
remain loose files in a file system, subject to accidental change during
future processing.

® xxcopy will not copy open files from the server. If a custodian has a file in
his or her home drive open for editing—including a . PST or .NSF e-mail
container—xxcopy will not copy the open file. However, if the optional
logging facility is enabled during the copy process, xxcopy will add an
entry in its log file for each live file it failed to copy.

m xxcopy does not calculate and preserve in its log a cryptographic hash
of the files it copies. xxcopy relies on the MS Windows operating
system to make complete and accurate copies of files. If MS Windows
fails to make a complete and accurate copy of a file and also fails to
report that the copy process failed, then xxcopy cannot determine that
a copy of a file is incomplete.

® xxcopy cannot identify and recover any recently deleted files during the
copy process (except files and folders that are still in the Recycle Bin).

An example xxcopy command line for preserving live server data from the
folder S: \Jessica Smith Files\ tothefolderD:\ES55\Jessica Smith
Files\ is provided here:

xxcopy /H /K /E /PB /oAD:\ES55\Jdsmith-log.log /TCA /
TCC /TCW “S:\Jessica Smith Files” “D:\ES55\Jessica
Smith Files”

An explanation of each switch used in this command follows. A full listing
of the command line switches available can be found at www.xxcopy.com/
xxcopy25.htm.

® /H includes hidden and system files

m /K maintains attributes

m /E includes subdirectories and empty directories
m /PB show progress bar

m /oA appends to error log in specified location
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FIGURE 3.17

xxcopy progress bar.
Current File ENNNNNENENE

| 5:\Jessica Smith Files\kssUOE)

| Program. exe Minimize | Hatt / Abort ||

m /TCA preserves last accessed dates
m /TCC preserves creation dates
m /TCW preserves last modified dates

The xxcopy progress bar provides some indication of the time required to
complete the copying process (Figure 3.17).

The xxcopy log, specified using the /oA switch, provides information on
whether the copy process is successful or not. In addition to review of this log,
the examiner should always perform an independent comparison of number
of files to be copied and number of files copied to ensure the copy process was
accurate and complete (Figure 3.18).

There are other tools that are somewhat similar to xxcopy, including the
Microsoft software utility Robocopy and Microsoft Backup; however each
has its disadvantages for collections when compared to both FTK Imager and

B Jsmith-log. log - Notepad E][EIE FIGURE 3-1‘8 .
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xxcopy. Robocopy is the most similar to xxcopy, and has the same disad-
vantages, namely that it does not containerize the files it copies, will not copy
open files from the server, and does not calculate a cryptographic hash of the
files it copies. Robocopy, however, has an additional disadvantage—although
it preserves date-time metadata on the copies of the files it makes, it updates
the access date of the original files left behind (Figure 3.19). This certainly con-
travenes a fundamental forensic principle to not alter the original data if at all
possible, and for this reason, given the other options available, we do not rec-
ommend using Robocopy to preserve data from a live server.

Another utility, called Microsoft Backup, differs from xxcopy and Robocopy
in that it does “containerize” the files it backs up into a .BKF file. However,
Microsoft Backup shares the same fundamental flaw as Robocopy, where it
preserves date-time metadata on the copies of the files it makes, but updates
the access date of the original files left behind. For this reason, given the other
options available, we do not recommend using Microsoft Backup to preserve
data from a live server.

Of course, do not forget about the backup tapes of the servers. A full backup
made during the timeframe of interest and before anyone was aware of an
investigation or litigation may be the only place to find some files that were
deleted from the server either intentionally or in the normal course of busi-
ness. Backup tapes are a crucial source of this historical data.

Preserving and Collecting Data from Transactional
Systems and Databases

Preserving and collecting data from complex transactional or database systems
(e.g., SAP, Oracle Financials, JD Edwards, Equity Edge, etc.) offers the foren-
sic examiner a challenge. Traditional forensic imaging and backup tapes may
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preserve the data, but will generally not make the data accessible and useable
to a third party. Additionally, in most cases, the forensic examiner will not be
qualified to run the application that houses and interacts with the data and
the application itself will not likely have facilities for conducting the required
data analytics supporting the investigation or litigation. Those factors together
mean that generally, preserving and collecting the data in a useable fashion
will mean extracting it from its proprietary environment and importing it into
a nonproprietary environment.

The extraction process will generally be driven by the requirements of the liti-
gation or investigation, including defining applicable date constraints, select-
ing specific accounting codes or company codes, and finalizing data sources
(e.g., accounts payable, accounts receivable, journal entries, or data from CRM
systems, ERP systems, or HR systems, etc.). In some cases, the database system
may contain standard reporting modules that can be run to extract data from
the system in a text file format. In other cases, the forensic examiner will work
with a programmer or administrator of the database system to develop custom-
ized reports or queries. The output of the report or query process will be the
data selected for collection and preservation transformed into a flat text-based
format able to be uploaded into a nonproprietary database environment.

An important aspect of the extraction process will be an independent review of
the extraction/report queries before they are run to verify they do not include
unapproved constraints that might restrict the extracted data. Additional que-
ries should also be run whose outputs constitute quality control checks of the
output data to be compared to corresponding queries of the data after import
into the new environment. This is typically accomplished with row or record
counts as well as control totals of numeric fields. After importing the data into a
nonproprietary database system, the count of imported rows or records can be
compared to the count of exported rows or records and the sum of an imported
numeric field can be compared to the control total calculated of that same field
prior to extraction. This enables the forensic examiner to evaluate the import
process and verify the imported data matches the output of the approved que-
ries. Absent these kinds of quality control procedures, there could be import
errors that go undetected. These errors could have an impact on the output of
analytical procedures executed on the data.

As with e-mail server and file server data, backup tapes of the database or trans-
actional data systems can be very important. For instance, some financial sys-
tems retain detailed records for only a few fiscal years and, at some scheduled
process, drop the detailed records and maintain only summary data afterward.
Available full backups of the system might be the only mechanism for recov-
ering some detailed records that have been deleted by the system after their
defined retention period.
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Preserving and Collecting Data from Other Data Sources
There are a variety of other data sources that will be sought in the course of
formal discovery, including data from cell phones or personal digital assistants
that might be synchronized with a custodian’s laptop e-mail client as well as
entertainment devices like iPods. Personal digital devices can store hundreds
of gigabytes of data and are likely candidates for preservation and collection
for review and production. As technology progresses and capabilities like WiFj,
digital video/audio/photograph, and GPS are integrated into the devices, they
will store more and more information relevant to what a person knew and
when they knew it or the actions a person took or failed to take.

The targeted data on a new generation cell phone or PDA is likely to be e-mail,
calendar items, call logs, GPS location information to correlate with other tim-
ing data; videos or photographs taken with the camera or stored on the phone;
and other types of user data a custodian might store on their cell phone or PDA.
Additionally, the phones will contain a type of data not usually found on a per-
sonal computer—the ubiquitous text message. In the normal configuration, text
messages sent from phone to phone bypass the corporate e-mail server and are
not recorded there. So the data will likely be found only on the cell phone itself.

Software tools allowing preservation and collection of cell phone and PDA data
are becoming more readily available, even as the number of different models
of phones and devices expands. Once the data are preserved and collected, the
traditional user data will be processed for review and production just like any
other user data. However, another type of analysis will likely be important for
an investigation, including whether the user data on the cell phone or PDA is
consistent with user data from other sources. Additionally, the call logs, text
messages, and GPS information might be analyzed and correlated with other
information to reconstruct a timeline of key events.

Evidence Chain of Custody and Control

A key aspect of electronic data preservation and collection in formal discovery
is initiating and maintaining chain of custody and control of the electronic
data. A well-documented chain of custody process allows the data to be sub-
mitted as evidence in a court or other legal or administrative proceeding. The
Federal Rules of Evidence Rule 1001 states, “If data are stored in a computer or
similar device, any printout or other output readable by sight, shown to reflect
the data accurately, is an ‘original’.” A well-documented chain of custody pro-
cess will be required to demonstrate that the data preserved and collected has
not changed since the preservation and collection and that any printouts of the
data are accurate reflections of the original data. Absent good chain of custody
procedures, an adverse party might raise a claim as to the accuracy of the data
in an effort to have the data withheld from admission.
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The legal requirement that the data preserved and collected accurately reflect
the original has many implications in the technical application of electronic
discovery. For instance, if original data on a file server are preserved using a
simple copy-paste procedure, the content of the copy will likely be an accu-
rate representation of the original, but the metadata about the original will
be changed on the copy. If at some time in the future the matter requires an
inspection of the Date Created of a key document, the copy preserved with a
copy-paste procedure will not have the same Date Created as the original, even
if the content of the copy is digitally identical to the original. This is not to
suggest that preservation and collection via a copy-paste procedure automati-
cally makes electronic evidence inadmissible. After all, the content of the copy
will most likely be identical to the content of the original and a printout from
the copy will likely accurately reflect the original. But the means used to pre-
serve and collect the data, if not a more robust forensic procedure, can have an
impact on your future use of the data and metadata when electronic discovery
questions are necessarily formatted into forensic analysis questions.

Preserving and Collecting Backup Tapes

Many of the systems covered in earlier paragraphs of this section are routinely
backed up by a company for disaster recovery purposes. It will be important
for the forensic examiner to understand the universe of available backup tapes
for each of the systems, when tapes are rotated, which tapes are kept long term,
and when tapes are destroyed. At the initial stages of the matter, the company
should provide (or in some cases be compelled to create new) a complete
backup tape inventory for both current systems and during the relevant time
period (if different) detailing at least the following information:

m Tape identifier/label

m Tape format (e.g., DDS, LTO, DIT, etc.)

m Backup date/time

m Names(s) of server(s)/system(s) targeted for backup

m Type of backup on the tape (e.g., a full backup, incremental or
differential)

m Current location of the tape (e.g., in the backup device, in the server
room, in off-site storage, etc.)

m Scheduled rotation

It is not unusual for a company to make full backups of their systems on a weekly
basis during the weekend hours and to make incremental or differential backups
during the work week. Full backups of large data sets can take time and resources
away from the servers, and incremental or differential backups only back up
the subset of data that changed since the last full backup. Most companies will
keep weekly or monthly full backups for some period of time and might keep
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an annual full backup for a number of years. In the highly regulated financial
and pharmaceutical industries, we typically find that month-end and year-end

backup tapes are kept much longer than in the nonregulated industries.

FROM THE CASE FILES: COSTLY TAPE PROCESSING

Backup tapes can be a contentious issue. In one mat-
ter we worked on, a company in a highly regulated indus-
try had more than 30,000 backup tapes in off-site storage.
Compounding the matter, the company did not have a reli-
able inventory of the tapes that described in any detail the
contents of the tapes such that some tapes could be elimi-
nated from the pool of tapes to be reviewed. Because any
of the tapes might have held relevant nonprivileged data, all

tapes were initially cataloged to provide a suitable inven-
tory from which to make selections for data restoration and
processing. Had the company kept a reliable log of tapes in
off-site storage, including some indication of what was on a
tape or even what backup tape media types (e.g., DDS, DLT,
DLT IV) were used to back up servers containing relevant
data, the company could have saved a considerable amount
of money on tape processing.

Do not underestimate the value of backup tapes. Though processing them can
take time, they contain a snapshot of the server at a period of time before
the litigation or investigation began, before anyone knew data on the systems
might be produced to another party, and before someone or some process
might have deleted potentially relevant and nonprivileged data.

DATA PROCESSING

Having preserved and collected perhaps a mountain of data for counsel to
review, the next phase of the electronic discovery process is—naturally—data
processing. Although data processing will be focused on accomplishing many
objectives discussed in the introductory section of this chapter, the overarching
goals for data processing are data transformation and data reduction. The data
must be transformed into a readable format so that counsel can review the data
for relevancy and privilege and the volume of data must be reduced, typically
through filtering for file types, duplicates, date, and keywords, in a manner that
does not compromise the completeness of any future production.

FROM THE CASE FILES: LARGE QUANTITIES OF DATA

The Enron case highlights the steady growth in both
volume and importance of electronic data in corporate
environments. Andrew Rosen, President of ASR Data
Acquisition and Analysis, a computer forensics firm hired
by Arthur Andersen to preserve electronic records and to
attempt to recover deleted computer records related to
the matter, estimated his firm preserved approximately

“268 terabytes—roughly 10 times the amount of data
stored by the Library of Congress” in the form of hun-
dreds of hard drives. All that data had to be reviewed. If
all the digital content were printable ASCII text printed
singled sided, reviewers would have to look at 76.9 bil-
lion pages of paper—a stack more than 4,857 miles tall
(Holley, 2008).




The forensic examiner’s role in this phase of the e-discovery process ultimately
depends on the processing strategy for review purposes decided by counsel.
An examiner is typically involved with extracting the user files from the pre-
served data, including the forensic images and the data preserved from servers,
using a tool such as EnCase Forensic. Filtering the data for duplicates, date, and
keywords, and transforming the data to a reviewable format can be performed
either by examiners using forensic software or other processing tools, or with an
electronic discovery database. These electronic discovery databases are robust,
comprehensive database platforms. Most are able to perform filtering for file
type, duplicates, date, and keywords. Other advanced systems also provide
advanced analytics such as concept searching, concept categorization, e-mail
thread analysis, “near” duplicate identification, and/or social networking analy-
sis. These database platforms facilitate counsel review and ultimate production
by either hosting the data online or by outputting responsive data to load files
for review with in-house review tools such as Concordance or Summation.

There are many different processing strategies for review purposes employed
by counsel. Counsel considers many factors when deciding on a strategy, and
though discussion of all of these factors are outside the scope of this chap-
ter, we have found that data volume, costs, and upcoming production dead-
lines are the most frequent factors considered. Three of the more common
approaches are:

m Upload all the user files extracted from the preserved data into an
electronic discovery database and perform the data filtering in the
database.

m Use forensic software or other processing tools such as dtSearch to filter
the data and transform it into reviewable format.

m Use a hybrid approach where the extracted data is first reduced through
filtering with forensic software or other processing tools and then is
uploaded into an electronic discovery database for review and/or further
filtering.

Forensic examiners should understand how data are uploaded, stored, and
searched in the electronic discovery databases both because they are often
responsible for providing the data to be uploaded, and also for instances where
they are required to either assist with formulating the keywords or perform
quality assurance on the results, as further described in the production section
of this chapter. It is even more imperative for forensic examiners to understand
the tools they use to extract user files from preserved data, filter for dupli-
cates, date, and keyword, and transform for review. The focus of this section is
on performing these tasks and completing the necessary quality assurance to
ensure accurate and complete results.

Data Processing
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Exctracting and Processing Data from Forensic Images
For almost every matter, counsel will have a list of custodians and will direct foren-
sic images of custodian laptop and desktop computers to be preserved. Processing
data from those forensic images into a review environment can be a technically
complex procedure with many decision points. Counsel must determine which
file types are most likely to be relevant; whether processing will include attempts
to identify and recover deleted files; how to handle compressed or encrypted files;
what level of forensic review, if any, will be accomplished for high priority and/or
lower priority custodians; whether attempts will be made to identify and recover
fragments of deleted files from unallocated space; whether personal data will be
excluded from upload into the review environment; and more.

PRACTITIONER'’S TIP: UNDERSTAND THE CASE AND CONTEXT

Certain types of data may be identified as relevant only after
a diligent forensic examiner reviews the forensic image(s) in
a case. Therefore, forensic examiners must have an under-
standing of the case background and what kind of ESI is
being sought in order to identify relevant items when they
come across them. Furthermore, forensic examiners should

not become overly reliant on rote checklists and automated
methods for extracting predetermined file types, or they risk
missing entire classes of relevant items. Such an oversight
could lead to incomplete productions, and provide grounds
for sanctions as discussed in the legal section earlier in this
chapter.

Relevant File Types

One of the first decisions counsel must make that has an impact on data reduc-
tion is to determine which file types are potentially relevant to the matter. In
almost every matter, e-mail and office documents will be processed into the
review environment. But there are other matters where unique file types play
a part. If a custodian works in an engineering department, for example, the
engineering drawings themselves (which can be quite large when created in a
computer-aided design (CAD) application) might be relevant and they would
be extracted for review. However, they might be excluded from extraction if the

dispute does not center on the CAD drawings themselves.

FROM THE CASE FILES: DATA REDUCTION

In one matter we worked on, digital camera pictures in JPEG
file format were relevant to the dispute. Counsel asked us to
design a processing methodology for extracting the digital
camera JPEG files from the forensic image while ignoring typi-
cal web page JPEG graphic files. Since the files have the same
extension, a simple search for all . JpG files would extract too
many files for counsel to review. Complicating this was the fact
that some of the relevant digital camera images were also in
the web cache folders. But counsel had no interest in reviewing

all the typical JPEG images that continue to proliferate in the
web cache folders. Our approach to the process involved ana-
lyzing samples of the relevant digital camera pictures, develop-
ing signatures from them that identified them distinctly from
web page image files, and analyzing file system activity pat-
terms when web page images are created on the hard drive.
Using those data elements, we were able to isolate the web
page images from all other JPEG files, significantly reducing
the number of JPEG files counsel had to review in the matter.




Extracting files from forensic images is typically done using a variety of tech-
niques, but the most complete technique checks a file's signature instead of a
file’s extension. A file signature refers to a unique sequence of data bytes at the
beginning of a file that identifies the file as a specific file type. For instance,
a file whose first four bytes are “%PDF” can be identified as a likely Adobe
Acrobat Portable Document Format file, even if its extension is not . PDF.
The file signature will be a better indicator of the file’s contents than is its
extension. This is especially important where a company maps a custodian’s
local My Documents folder to their network home drive and has implemented
Client Side Caching. In this situation, all documents in the My Documents folder
actually reside on a file server housing the custodian’s home drive. Local cop-
ies of the files are available to the custodian to be opened and edited when
the custodian is offline, but the local copies of the file are not actually con-
tained in the My Documents folder, they do not have their real document names,
and they have no extensions. The Microsoft Windows operating system main-
tains a local database that maps the actual files to the names the custodian
expects to see. In actuality, the files are contained in the C:\Windows\CSC
folder and they have names like 80001E6C or 80001E60 without extensions.
An extraction procedure that relies exclusively on extensions will not identify
the relevant files in the Client Side Cache folder. Additionally, if a custodian
has renamed file extensions in an effort to hide files (e.g., renaming myfile.
doctomyfile. tmp) then the renamed files will not be extracted if the extrac-
tion procedure looks exclusively for file extensions.

Identifying and Recovering Deleted Files and Folders

Forensic tools commonly available today have robust capabilities to identify
and recover deleted files in the normal course of processing. As discussed in the
legal section of this chapter, Rule 26(a)(2)(B) exempts from discovery informa-
tion that is “not reasonably accessible” and the Advisory Committee identified
deleted data that requires computer forensics to restore it as one data source
that might not be reasonably accessible. Whether or not to include recoverable
deleted files in a discovery effort is a decision that ultimately needs to be made
by counsel.

Compressed or Encrypted Files

Compressed file archives (e.g., zip, rar, tar, cab, 7z, etc.) will be extracted
and examined to determine if they contain relevant file types. The pro-
cessing must be able to recursively extract files from the archive because
a compressed archive can be included in another compressed archive.
Encrypted or password-protected files need to be identified and a log gen-
erated. Once notified, counsel will decide whether additional actions such
as attempts to “crack” the password or approaching the respective custo-
dian are necessary.

Data Processing a
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Nontext-based Files

Counsel will decide whether nontext-based files such as TIFF images of
scanned documents or PDF files will be extracted and processed into review.
Typically, a well-constructed keyword search through the nontext data will not
find hits because the files are not encoded in a text format. Therefore, search-
ing the nontext-based files will require either running an Optical Character
Recognition (OCR) program against the images to render the text of the pages
or manual/visual review.

Forensic Review of High Priority Custodian Computers

If allegations or suspicions of potential evidence tampering exist, there are a
number of forensic questions that could be answered for each of the custodi-
ans at issue.

m Is this actually the custodian’s computer? Do they have a user profile on
the system? When was the user profile first created and used? When was
the user profile last used? If the system has an asset tag, does the asset
tag agree with information contained in the company’s asset tracking
database?

m Does it appear that someone may have used a data destruction tool on
the hard drive to destroy files?

®m When was the operating system installed? Does that correlate with IT
records about this computer asset?

m Is there evidence suggesting the custodian copied files to a network
drive or external drive and deleted the files?

m [s there evidence to suggest someone may have tampered with the
system clock?

m [s there evidence to suggest any massive deletion of files from the
system prior to imaging?

Although it might not be practical to conduct this forensic analysis by default
on all hard drives for all custodians, it could provide valuable information if
conducted on the hard drives of the most critical custodians. Indeed, the abil-
ity to answer these types of questions is one reason why creating a forensic
image of computers is the preferred method of data preservation compared to
preserving only active files or custodian-selected files.

Recovering Fragments of Deleted Files from Unallocated
Space

Any frequently used computer is likely to have hundreds of thousands, if not
millions, of file fragments in the computer’s unallocated space. In civil discov-
ery matters though, these file fragments are rarely seen as “reasonably acces-
sible” and therefore not necessary to be recovered and processed into a review



environment. That can be seen as an extraordinary effort and can be an expen-
sive proposition. However, for investigations, it might be appropriate for the
most important custodians. Fragments of files recovered from unallocated
space will not have file system metadata associated with them—therefore you
will not necessarily be able to determine with any certainty when a file was
created, modified, accessed, or deleted. In fact, you might not even be able to
determine that the fragment was part of a document that the user deleted. File
fragments can be created in many ways that do not relate to a custodian delet-
ing files, including:

m The custodian accessing or opening a file whose content is subsequently
temporarily cached to the local hard drive

m The custodian or the Microsoft operating system optimizing the hard
drive, moving files from one location on disk to another and leaving
fragments of the files in their old location

® A virus program quarantining and then deleting a file that is
subsequently partially overwritten

® Microsoft Office or an e-mail application creating and then deleting
temporary files that are subsequently partially overwritten, resulting in a
fragment

m The WinZIP compression and archiving program creating and deleting
temporary copies of files that have been extracted for viewing, which are
subsequently partially overwritten

If the file is of a type that contains embedded metadata, for example Microsoft
Office files and Adobe Acrobat files, this embedded information may be able to be
recovered. This embedded metadata can include dates of creation, modification,
last saved, and last printed, as well as the author. These dates would not necessar-
ily correspond to the file system metadata. Because file fragments often provide
almost no information that can help determine when they were created, by whom
or by what process they were created, and how they came to be file fragments, great
care must be used when examining them and making judgments about them.

Isolating Personal Data

Some custodians use their company-owned computer as if it were their own per-
sonal computer. We've worked on matters where custodians have stored their
personal income tax records, private family pictures, social security records, and
immigration and naturalization records on the company’s computer. In some
cases, counsel has requested that this data not be extracted from the forensic
image nor processed into the review environment. This might be problematic
if the custodian’s personal data are comingled with company data, and is often
best achieved through the creation of a detailed protocol signed off on by the
custodian and the company’s counsel. Similar issues often arise when the cus-
todian list includes a company’s Board of Directors and the board member has

Data Processing m
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not been diligent in keeping board-related data separate from the data generated
from his or her day-to-day job at his or her respective employer. In some cases, a
detailed protocol that specifies the identification of relevant board-related data,
through performing the collection, preservation, and processing on site at the
respective board member’s home or employer may be necessary.

Exploring Web Usage

Counsel may be particularly interested in whether the primary custodians
might have used web-based e-mail services in an effort to circumvent the com-
pany e-mail system. Additionally, Instant Messaging services and proxy services
will be important to review for the most important custodians. Counsel may
also ask that recoverable web mail message and Instant Message chat logs be
extracted from the images and processed into the review environment.

FROM THE CASE FILES: WEB-BASED E-MAIL

We worked on one Foreign Corrupt Practices Act investiga-
tion looking into the practices of an overseas office of a US
company. The overseas executives of the company used their
corporate e-mail accounts for their normal day-to-day activ-
ities, but used free web-based e-mail accounts to conduct

their illegal activities. We recovered web mail from one exec-
utive that specifically identified topics to be discussed only
via the web mail service and indicating the executive knew
the US offices had the ability to monitor all corporate e-mail
servers and traffic globally.

PRACTITIONER'’S TIP: PROCESSING PROTOCOL USING ENCASE

Over time we've developed the following high-level work
flow for processing forensic images supporting electronic
discovery matters. This work flow is designed to be used
with the EnCase forensic software. You might adapt the work
flow to your local needs and tools:

1. Update chain of custody documents as necessary.

2. Update evidence database as necessary.

3. Review forensic preservation memo as necessary.

4. Prepare backup copy of forensic image as
necessary.

5. Create new EnCase case and add/import image.

6. Adjust case time zone settings as necessary.

7. Validate sector count and verify image hash.

8. Validate logical data structures.

9. Run recover folders tool.

10. Hash all files and validate file signatures.

11. Export EnCase all files list.

12. Filter active user files.

13. Export EnCase active user files list.

14. Copy folders—filtered active user files.

15. Filter active e-mail files.

16. Export EnCase active e-mail files list.

17. Copy folders—filtered active e-mail files.

18. Filter deleted user files.

19. Export EnCase deleted user files list.

20. Copy folders—filtered deleted user files.

21. Filter deleted e-mail.

22. Export EnCase deleted e-mail files list.

23. Copy folders—filtered deleted e-mail.

24. Identify web mail files.

25. Export EnCase web mail list.

26. Export web mail.

27. Verify file counts—user files, e-mail archives, recov-
ered deleted data, web mail.

28. Verify total size on disk.

29. MD5 sum all exported files—save hash log.

30. Import EnCase all files list into SQL.

31. Import EnCase filtered files list(s) into SQL.

(Continued)
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PRACTITIONER'S TIP: PROCESSING PROTOCOL USING ENCASE—CONT’D

32. Import hash log into SQL. ® Extracted active user files
33. Quality check hash log against EnCase filtered file ® FExtracted active e-mail containers/archives
list(s). ® FExtracted active web mail
34. Convert e-mail as necessary. ® Recovered deleted user files
35. Save conversion logs. ® Recovered deleted e-mail containers/archives
36. Quality check e-mail conversion process. ® Recovered deleted e-mail from e-mail containers
37. Recover deleted e-mail from active and deleted ® Processing logs and counts
e-mail containers. ® Converted e-mail
38. Count all extracted files by type. ® Forensic processing documentation
39. Count all mail files and mail items inside the files. 42. Update chain of custody documents as necessary.
40. Quality check all forensic processing. 43. Update evidence database as necessary.
41. Send to e-discovery team for processing into review: 44. Prepare forensic processing memo for binder.

Processing Data from Live E-mail, File Servers, and
Backup Tapes

Data preserved and collected from live e-mail and file servers present very
few processing challenges to the forensic examiner. E-mail extracted from
the live Exchange and Domino e-mail servers will likely proceed directly
into the filtering stage without further preprocessing. If the e-mail comes
from some other system (e.g., GroupWise, UNIX Sendmail, etc.) and the
review tool does not support the native e-mail in that format, then the
forensic examiner might convert the e-mail into PST format prior to pro-
cessing. This conversion should be done only when absolutely necessary as
the conversion process is a prime opportunity to introduce data loss and/
or corruption. Many tools exist to do this conversion, but it is important
to choose carefully and test the tool’s e-mail conversion and logging capa-
bilities. The conversion process must not lose e-mail or attachments, must
maintain e-mail-attachment relationships, must not change important
metadata elements, and must fully document the conversion process. After
the conversion has taken place, there should be significant quality assur-
ance steps taken to ensure that the conversion was accurate and complete.

Files preserved and collected from live file servers will likely be processed using
the same procedures as for forensic images. The files will be subjected to the
same selection and filtering criteria so that there is a consistent approach to
user files. The process is typically simpler, however, as there is much less com-
ingling of user files with system files than on forensic images.
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When processing backup tapes, it is not uncommon for counsel to ask a ven-
dor to first catalog select tapes to test the accuracy of the company’s tape inven-
tory. Particularly if some sampling will be done of the tapes, counsel must
be confident that the sampling methodology is relying on a sound inventory
as its basic starting point. Cataloging a selection of tapes and comparing the
actual results to expected results will provide a measure of confidence that the
tape inventory is accurate or will suggest that the tape inventory is not reliable.
Once the data from specific e-mail and file server backup tapes are restored,
then the data will be processed using the same tools and methods as for the
live server e-mail and live file server data.

Data Reduction through Deduplication

Deduplication can reduce the load on counsel, who typically will review docu-
ments for relevance and privilege prior to production. Deduplication essen-
tially identifies, using some algorithm, that a file presented to the processing
tool is a copy of a file already in the data set for review. Once a file is identified
as a duplicate of another file already in review, the new file can be suppressed
(although the tool should not “forget” that it found the duplicate).

There are essentially two major deduplication methodologies: per-custodian
deduplication and global deduplication. In the per-custodian model, all data
for custodian Mike is deduped only against other data also preserved and col-
lected from Mike’s data sources. If a file exists on Mike’s hard drive and a copy
of the file is recovered from Mike’s home drive on the live file server and several
copies of the file are restored from multiple backup tapes of the file server, then
counsel should expect to see and review only one copy of the file for Mike.
Other custodians might also have a copy of the file, but Mike’s copy will not
be deduped against Jane's copy. Likewise, an e-mail contained in Mike’s Sent
Items folder will be deduped only against other e-mail sources for Mike. If sev-
eral instances of the e-mail server are restored from backup tape, and a copy of
the e-mail exists in Mike’s account on each restored tape, then counsel should
expect to see the e-mail only once in their review of Mike’s data. Recipients of
the e-mail who are custodians and who have not deleted the e-mail may also
have a copy of the e-mail in their holdings.

The other major deduplication methodology is global deduplication. In this
methodology, once the first copy of a unique file is identified using a specific
deduplication algorithm, all other copies of that same file will be considered
duplicates regardless of custodian. If both Mike and Jane have a copy of a file
on their hard drive, the first one to be processed will be added to the review
environment and the second one will be suppressed (although the tool should
not “forget” that it found the duplicate).



Careful attention should be paid to the technical implementation of the dedupli-
cation algorithm. For e-documents, the most common algorithm used to identify
duplicates is the MD5 hash. Identifying e-mail duplicates is slightly more com-
plicated as tools typically identify duplicates by hashing the values of a number
of different e-mail fields (e.g., sender, recipient, cc, bcc, subject, body text, attach-
ment titles) in a predetermined order. Therefore, depending on the fields used by
the tool, there may be different determinations between tools of what is and is
not a duplicate e-mail. Not only that, but in some tools the fields used to dedupli-
cate are optional, so different fields can be chosen for different projects.

FROM THE CASE FILES: THE IMPORTANCE OF TOOL VALIDATION

Data Processing a

A commercially available tool had a number of different
optional fields available to deduplicate Lotus Notes e-mail,
including author, recipients, date and time, number of attach-
ments, and e-mail body. It was only through use of the tool
and review of the results that it became obvious not all fields
were being used as deduplication criteria, regardless of
whether or not they were chosen by the user. Consultation
with the developer revealed that there was a “bug” in the tool
whereby with Lotus Notes e-mail the e-mail body was not
being used to compare potential duplicates, even if the e-mail
body was selected by the user as one of the criteria. This bug
was specific to deduplication of Lotus Notes e-mail and not

erroneously eliminate unique messages through the dedu-
plication process, an unacceptable situation. Fortunately this
bug was identified before the processing was finalized and
we were able to ensure that the complete data set was pro-
vided to counsel.

The testing and validation of tools with a robust test set
that is representative of different e-mail types and real-world
scenarios is very important. However, it is not realistic to
require testing of every possible scenario before using a tool,
nor is it possible to test every type of human error that could
take place. This is another reason why it is imperative to per-
form the necessary quality assurance steps at every step of

Microsoft Outlook. This bug obviously had the capacity to  the electronic discovery process.

Some of the deduplication tools keep detailed records of their automated dedu-
plication decisions, making it relatively easy to show that multiple custodians
had a copy of a specific document. However other tools make a deduplication
decision and then do not log the fact that the duplicate file existed, or the process
of saving the log is not automatic and must be performed manually after each
data set has been processed. If Jane has a copy of a file processed into the review
environment and later another copy of the same file is processed for Mike, a
record should be created and saved that documents Mike had a copy of the file.

Custodian level deduplication is generally preferred by counsel because it allows
a wide variety of review strategies to be developed. First, counsel might assign
an associate to perform a first-level review of all documents in Mike’s hold-
ings to develop a detailed understanding of Mike’s communication patterns,
including topics on which Mike routinely provides comments and insights, as
well as topics of conversation where he is typically only an observer. A reviewer
focused on understanding Mike’s role in and actions on behalf of a company
will need to have access to all of Mike’s documents. In a global deduplication
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methodology, if a document was first processed for Jane and later processed for
Mike and Mike’s copy was suppressed as a duplicate, the associate might not
know Mike had a copy of the document, even if the application did record the
fact. Custodian level deduplication also allows for custodian-specific searches
to be performed.

Other review strategies certainly exist. Counsel might assign an associate to do
a first level review of all documents related to a specific transaction, regard-
less of custodian or all documents related to a specific period of time to get
a sense for official corporate actions in a specific fiscal quarter. Counsel may
also determine that the time and cost savings generated by using a global
deduplication methodology, resulting in less documents to review, is more
important than immediately being able to determine which custodian had
which document in their data set. This is often the strategy chosen if counsel
is confident that the information on what custodian had which document
can be provided at a later date if necessary. Typically, for global deduplication
to meet counsel’s long-term needs, the application must track and facilitate
some level of access to the original document for every custodian that held
the document.

Data Reduction through Keyword Searching

Keyword searching provides perhaps the greatest potential to drastically reduce
the data volume to a manageable, reviewable level. However it is also a pro-
cess that if not performed correctly has the potential to significantly impact
the completeness and accuracy of the data provided to counsel for review and
included in the ultimate production.

Almost every major electronic discovery database platform provides some
facility both for preculling, where the data is searched and only responsive
data made available for review by counsel, and searching in the review envi-
ronment, which can be performed by or for counsel.

As mentioned earlier, forensic examiners should understand how data are
uploaded, stored, and searched in the electronic discovery databases both
because they are often responsible for providing the data to be uploaded (espe-
cially if their company owns a proprietary electronic discovery database), and
also for instances where they are required to either assist with formulating the
keywords or perform quality assurance on the results.

When the forensic examiner is performing the keyword searching, understand-
ing the searching process of the tool used is even more crucial. This under-
standing is important from a technical perspective to ensure that the keyword
search results are accurate and complete, and also to identify crux areas of
the process that would benefit from vigorous quality assurance. In addition,
understanding the searching process is also important from the perspective of
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assisting counsel with developing an effective keyword search strategy. There
are three core components of the searching process that must be understood:

m How the tool indexes the document content, and how documents that
cannot be indexed are handled

m The data sources being searched

® How to formulate a smart, targeted keyword list with the tool’s specific
keyword syntax and advanced searching capabilities

Additional details on these three core components follow. A comprehensive
test example using the tool dtSearch Desktop is also included, to provide addi-
tional demonstrative information and highlight the importance of understand-
ing the three core components and performing quality assurance at each step

of the searching process.

TOOL FEATURE: dtSEARCH DESKTOP—INDEXING AND KEYWORD

SEARCHING MICROSOFT OUTLOOK PST DATA

The dtSearch suite includes a range of indexing and search-
ing products including dtSearch Desktop, dtSearch Network,
and dtSearch Web, all of which are based on dtSearch’s
text retrieval engine. In our experience, we have found
that dtSearch is a robust, highly configurable indexing and
searching tool for electronic documents and many types of
e-mail, including Microsoft Outlook. dtSearch also makes
the engine available to developers to allow users to create
added functionality if necessary. dtSearch is able to identify
certain documents it could not index because of corruption
or specific types of encryption and password protection, but
does not identify documents with unsearchable text, such
as scanned PDF files. Additionally, dtSearch is not able to
index Lotus Notes e-mail or perform deduplication. The con-
figurable nature of dtSearch can become a liability if the user
is not diligent about reviewing the settings before conduct-
ing the index and search.

Proper planning and consideration of indexing preferences
in relation to the keywords being searched is essential before
beginning the indexing, as is documentation of the prefer-
ences being used to ensure consistency among data sets and
to answer questions that may arise in the future. The conse-
quences of errors in the search process are often high, includ-
ing providing an incomplete production to counsel when the
mistake is overlooked and work having to be redone when
the mistake is caught.

In the following example, dtSearch Desktop was used to
index four Microsoft Outlook . PST files consisting of pub-
licly available Enron data and test data generated by the
authors.

1. Setting the Indexing Preferences

After the keyword list has been finalized and a searching
strategy determined, the first step in using any searching tool
that utilizes an indexing engine is to set the indexing pref-
erences. Depending on the tool, the examiner may be able
to choose how certain letters and characters are indexed.
As shown in Figure 3.20, in dtSearch each letter and char-
acter can either be indexed as a letter, space, or hyphen, or
be ignored.

2. Creating an Index

When creating the index through the dtSearch Index Manager,
the user has the option to index the data with case and/or
accent sensitivity. In most cases, you will not want to index
the data with case or accent sensitivities to ensure that a com-
plete set of responsive data is identified. However, when the
client has requested small acronym keywords such as NBC or
ABC, this may result in too many false positives. One solution
would be to index the data twice, once with case sensitiv-
ity turned on and one without. The small acronym keywords
could be searched in the case-sensitive index and all other
keywords searched in the noncase-sensitive index.

(Continued)
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TOOL FEATURE: dtSEARCH DESKTOP—INDEXING AND KEYWORD

SEARCHING MICROSOFT OUTLOOK PST DATA—CONT'D

FIGURE 3.20
Configuring Indexing
Options in dtSearch.
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Choosing the Detailed index logging option will generate a
log of all items indexed and all items not indexed, or only par-
tially indexed (Figure 3.21).

3. Index Summary Log

When the index has finished, a log can be viewed that sum-
marizes the number of files indexed and the number of files
not indexed, or only partially indexed. A more detailed log
that lists each file can also be accessed. Figure 3.22 depicts
the summary log and then the more detailed log listing the
two items only partially indexed.

When the original messages are located, it is determined
that the attachment to the message with the subject “Ken Lay
Employment Agreement” is corrupt, and the attachment to
the message with the subject “RE: Target” is password pro-
tected. As they are listed under partially indexed, the e-mail
itself and any other attachments to the e-mail would have
been successfully indexed.

The items either not indexed or only partially indexed
should be documented as exceptions to the search pro-
cess, and either provided to the client for review or fur-
ther work performed in an attempt to make them available
for searching (such as cracking the password protection
on the file).

4. Keyword Searching

After the data have been indexed and any exceptions noted,
the data can be keyword searched. dtSearch can import a
list of keywords, or keywords can be run one at a time in the
Search window. Figure 3.23 shows a search for the keyword
“apples & oranges” using the Search window, with no files
retrieved as responsive.

However, remember that the ampersand symbol “&” is by
default indexed as a space, and is also a special search sym-
bol meaning “synonym.” For example, the keyword “fast&”
would also return as responsive the word “quickly.” Therefore

(Continued)
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TOOL FEATURE: dtSEARCH DESKTOP—INDEXING AND KEYWORD

SEARCHING MICROSOFT OUTLOOK PST DATA—CONT'D
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FIGURE 3.21
Enabling Detailed index logging in dtSearch.

the previous search is not searching literally for the term
“apples & oranges” but is interpreting the search as an incor-
rect synonym search. If the keyword is changed to “apples
oranges”, responsive e-mail items are identified as shown
in Figure 3.24. These types of errors are a common mistake
when the user does not fully understand dtSearch's search
syntax, and highlight the importance of performing a test
with a known dataset, indexed with the preferences being
used in the case, and searching for the case search terms.
Similarly, it is important to note that dtSearch cannot index
the content of files with no searchable text (dtSearch does
index the metadata for these files), and also does not identify
them as being only partially indexed. As shown in Figure

3.25, the keyword “written agreement” identifies no hits when
searching a scanned PDF containing the keyword.

We have implemented work-arounds to this issue by run-
ning a grep command through the dtSearch index files them-
selves to identify PDF files containing a small number of
indexed words.

5. Copying Out Results

After the keyword search, responsive files can be copied out,
preserving the folder structure as well as dates of creation,
modification, and last access as shown in Figure 3.26. Always
check the folder to which the data was copied to ensure that
the number of files copied out is accurate.
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FIGURE 3.22A

Summary log of items
partially indexed by Index Update Report

dtSearch.

Index |C:\Documents and Settings\SFLLC\Desktopihandbookidtsearchyhandbook-dtsearch
Actions |Craate Add
Result | 0%
Start 3/15/2009 10:19:53 AM
End 3/15/2009 10:21:52 AM

Documents indexed
Total words in index 125,675
Total documents in index 10,889
Documents indexed 10,889
Bytes indexed. 195,839 kb

Documents removed 0

Documents not indexed
Documents not indexed
Encrypted files
Unreadable files

Skipped as "binary"
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Documents partially indexed
Partially encrypted files
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FIGURE 3.22B Index: C:\Documents and Settings\SFLLC\Desktopthandbook\dtsearchyhandbook-dtsearch
Detailed log of items Update started: 3/15/2009 10:19:53 AM

partially indexed by Click here for the summary report.
dtSearch.

Ken Lay Employment Agreement - {44012000}.msg
msqg:}Outlook/COOK. pstfInbox/Ken Lay Employment Agreement - 444012000}.msg
FPartialy corrupt
Size: 36,352 Type: Outlook MSG WordCount: 215 Result: Partially unreadable

RE Target {c4062000%.msg
msq:}{Outlook/COOK. pstfInbox/RE_ Target {c4062000}.msg
Partially encrypted
Size: 69,632 Type: Outlook MSG WordCount: 1,333 Result: Partially encrypted

How Documents Are Indexed

There are a number of different indexing engines available on the market today.
The indexing engine prepares the documents for searching generally by creat-
ing a full-text index of the contents of the documents. Some indexing tools
also index metadata about the documents and make the metadata searchable
as well (e.g., document names and document properties). The more advanced
indexing tools understand compound document formats and provide a capa-
bility to search the contents of compound documents.

Given the wide variety of file types and ways they can be damaged or secured,
tools used for keyword searching will not be able to index certain file types that
are relevant to a case, due to corruption, lack of searchable text (e.g., scanned
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PDF), encryption, or password protection. It is important to know what file
types your tool cannot search and how the tool deals with files it cannot index.
Detailed logging of the files the tool can and cannot index is an important fea-
ture to enable both a thorough evaluation of the tools’ capabilities, as well as
an adequate quality assurance review of the results.

Some tools have more fundamental limitations that forensic examiners must
be cognizant of in order to avoid mistakes. For instance, some tools used
to perform keyword searches in e-discovery support only ASCII keyword
searching and cannot be used to search for keywords in Unicode format. As
another example, some tools index data in such a way that a keywords can be
case sensitive. Some keyword search tools used to index and search the data

Data Processing

FIGURE 3.23
dtSearch keyword results
showing no items retrieved
for keyword “apples &
oranges”.
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FIGURE 3.24 s
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dtSearch keyword results
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FIGURE 3.26

Extracting files of interest using dtSearch.

necessarily rely on many other software programs to process the data. For
example, searching Microsoft Outlook data almost always requires the use of
the Outlook API. Therefore, tool testing and validation should not be limited
to any specific e-discovery tool, but should include the programs they incor-
porate. A good example of this is the Microsoft Outlook bug where the body
of e-mails created with pre 2003 versions of Outlook are blank when opened
with an unpatched version of Outlook 2003. The tool did not index contents
of these e-mails, but the failure was not a flaw of limitation of the tool itself.
Because the unpatched version of Microsoft Outlook provided no data to the
index engine, the tool had no data to index. This was a failure of the Outlook
API upon which the tool relied.

In addition to the basic functionality of keyword searching tools, the index
settings are a key component of the indexing engine. Most have dictionaries
of noise words that will not be indexed (e.g., “and”, “if”, “because”) and also
enable you to build a custom dictionary of noise words that can be project-

Data Processing a
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or matter-specific. Other configuration options might include how specific
characters such as “&”, “”, “-, and “,” are indexed. For example, in dtSearch
hyphenated words can be indexed in one of four ways. First, hyphens can be
indexed as spaces, such that first-class would be indexed as “first” and “class”
with each word separately searchable. Second, by treating the hyphens them-
selves as searchable, “first-class” would be indexed only as “first-class”. A search
for “first” or “class” would not find “first-class”. Third, by ignoring hyphens,
“first-class” would be indexed as “firstclass”. And finally, “first-class” might be
indexed all three ways to enable a more thorough search. Some index settings
might enable you to index field names in XML files and index NTFS Summary

Information Streams along with the document content.

Still other options might enable you to completely ignore certain languages
or to include in the index several different languages. The tool’s approach to
indexing punctuation will be important to keyword construction. If the tool
indexes the period, then you would be able to search for “Ph.D” or “gmail.
com”. But if the tool does not index periods, then search terms constructed to
find e-mail addresses must not use the period. In addition, some tools use the
ampersand as a special character (e.g., synonym), so using a keyword with an
ampersand will not return that keyword.

What the Data Sources Are

Developing a robust search strategy requires an understanding of the types
of documents to be searched and their content. Search terms designed to
comb through formal corporate documents will be different than search terms
designed to parse through more informal e-mail communications where cus-
todians might routinely use abbreviations or slang terminology. Effectively
searching through even more informal communications mediums like instant
messaging might require using search terms that are almost unrecognizable as
words (e.g., “r u there”, or “doin?”, or “havin sup with my peeps”).

Developing Targeted Keywords

The initial keyword list is usually generated by counsel, however the forensic
examiner can and should provide guidance and insight into the formulation
of keywords and what keywords could generate an excessive number of false
positives. A careful review of each keyword on the list and consideration of
what it is designed to uncover and what it is designed to accomplish should
be performed to ensure the most precise results possible. For example, in one
case we worked on, counsel developed a list of key terms containing over 800
words. The list was not well focused, and returned hundreds of thousands of
false positive results. Similarly, very short keywords (e.g. acronyms and other
terms that are only two or three characters) can also be problematic. The same
situation occurs when the contents of document metadata is not taken into
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account (for example searching Microsoft Word documents for “Microsoft”),
or keywords that are included in standard nomenclature such as the disclaimer
wording at the bottom of most company e-mails.

Certain keywords that may not generate excessive false positives in one data set
will do so in another. To provide some insight into the number of responsive
documents before the results are produced for review, it can be helpful to gen-
erate for counsel a keyword hit summary report detailing the number of hits
and/or the number of documents per keyword. Oftentimes the keyword list is
subject to negotiation between the two parties, and this keyword search sum-
mary report can be used to show cause for reconsideration or editing of certain
keywords due to the number of hits they would generate.

When counsel must also review documents both for relevance and for privilege,
it is typical for counsel to develop two or more distinct keyword lists. One list of
terms will help counsel to identify potentially privileged materials for privilege
review. This list typically contains names of the outside law firms that have been
retained by the company for legal advice in the past, as well as the names and
e-mail addresses of attorneys from the firms who have been involved in privi-
leged communications with the company’s executives and staff. Additionally, the
list will likely contain the names and e-mail addresses of in-house counsel. Other
words might help counsel find and review documents related to specific issues
where the company sought legal advice in the past, including “legal advice”,
", “work-product”, and perhaps other terms.

“privileged”, “work product”,
PRACTITIONER'S TIP: CHECKING THE RESULTS

Before keywords are finalized it can be beneficial for the
examiner to review the data before running the search. In
instances where counsel provides a custodian’s company
e-mail address and asks for all e-mails to and from that e-mail
address, it may be prudent to review the data to try and deter-
mine whether the custodian'’s e-mail address changed at any
point due to changes in company e-mail address nomen-
clature (e.g., “j_smith@company.com” changed to “jsmith@
company.com”), the custodian’s change of department (e.g.,
“jsmith@company.com” or “jsmith@company-investments.
com”), or a change of name. In addition, depending on a

Microsoft Office Outlook

I E The name or distribution list has been deleted 2nd is no lonaer 2 valid Address Bock entry. The item could not be Found.

number of factors including the mail server configuration
and method of collection, the custodian’s e-mail address is
not always preserved in the specific e-mail field. The field is
populated with the custodian’s name (e.g., “Smith, John") but
the link between the name and the e-mail address has been
lost. For Outlook mail, Figure 3.27 depicts the error generated
when the e-mail is viewed and the custodian name clicked in
an attempt to view the e-mail address.

A search for the e-mail address “jsmith@company.com”
would not return an e-mail with only the custodian's name in
the field as responsive if this link had been lost.

FIGURE 3.27

Error generated by
Microsoft Outlook when
the link between the name
and the e-mail address

has been lost.
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Counsel will construct the other list of terms specifically to find documents
potentially relevant to the matter under review. The keyword list should not
be taken lightly—attorney review hours flow from the list. To the extent key
terms can be precisely developed to focus on the matter under review, attorney
review hours will be saved.

FROM THE CASE FILES: BUILDING A BETTER KEYWORD LIST

We have conducted a number of investigations that can
be similarly categorized (e.g., stock option back dat-
ing, revenue recognition, FCPA compliance, etc.). We've
examined the keywords used in those matters to explore
which keywords across the matters tended to uncover
documents that an attorney subsequently marked as a

HOT document and which data sources tended to con-
tain the HOT documents. We've used this historical data
to assist counsel in developing not only a prioritized cus-
todian list, but also a prioritized data preservation and
collection plan and a prioritized data processing and
review plan.

Advanced Keyword Searching Concepts

Keywords can lead counsel to relevant documents; however simple keywords
like “revenue” or “recognition” can lead to a tremendous volume of irrel-
evant documents—expending significant attorney time in the review process.
If the real issue is a company’s standard revenue recognition policies and how
they were implemented or circumvented in specific cases, then the matter may
require more complex keyword searching capabilities. Typically, this is accom-
plished with keyword completion, Boolean expressions, keyword stemming,
phonic searching, field searching, and keyword synonym capabilities.

Keyword Completion

Keyword completion allows a search term to specify how a keyword must start
but does not specify how the word must end. For example, “rev*” (where the *
represents the unspecified part of the term) will find “revenue”, “revolution”,
“revocation”, and any other word that starts with “rev”. The keyword “rec*” will
find “recognize”, “recognition”, “recreation”, and any other word that begins
with “rec”. When used alone, keyword completion tends to be overinclusive.
But when combined with other advanced search capabilities, keyword comple-
tion allows some powerful search capabilities where the precise use of a single
word might not be known.

Boolean Expressions

With Boolean expressions, a complex keyword can be constructed to narrow
the focus of the search. The Boolean expression may typically include AND,
OR, NOT, and WITHIN. For example, rev* w/5 rec* will find all occurrences
of the word “revenue” when it occurs within five words of “recognition”, but it
will not find single occurrences of either word.



Keyword Stemming

Keyword stemming is a capability to extend a search to find variations of a
word. For example, the keyword “implement” would find “implemented” and
“implementing” if the stemming rules are properly constructed.

Phonic Searching

Phonic searching extends a search to find phonetic variations of a word (i.e.,
other words that sound like the search term and start with the same letter. For
example, a phonic search for “Smith” would return “Smyth”, “Smythe”, and
“Smithe”. Phonic searches can return false positives, but can also help find
documents where spelling errors occurred.

Keyword Synonym Searching

Synonym searching extends a search to return synonyms of the keywords.
Typically, the process relies on a thesaurus created either by the search team or
supplied by a vendor. Synonym searching can also return false positives, but
might help the reviewers understand more about the language and phrases cer-
tain custodians use.

Keyword Field Searching

Field searching allows for keywords to be searched against only certain
parts, or fields, of a document. For example, an e-mail address could be
searched against only the “From” field of an e-mail data set to identify
all e-mails sent from that address. This search would not find the e-mail
address keyword in the e-mail body or in any of the other fields such as
“To,” “CC,” or “BCC.”

As the keywords become more complex, the need for quality assurance at each
step of the searching process becomes increasingly important. The keyword
list should be reviewed by multiple people for typographical and syntax errors,
complex terms should be tested to ensure they are formulated correctly, and
the results reviewed for completeness and accuracy.

Data Reduction through Advanced Analytics

As mentioned briefly before, on the market today are e-discovery database plat-
forms with advanced analytical capabilities that go well beyond traditional
keyword or Boolean searching. Concept searching, concept categorization or
“clustering,” e-mail thread analysis, near duplicate analysis, social networking
analysis, and other types of advanced analytics enable counsel to further reduce
the mountain of electronic files for review, quickly identifying and focusing on
the more relevant files. The addition of these advanced analytical capabilities
allow for automatic identification and grouping of documents based on their
topic or concept rather than on specific keywords.

Data Processing
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There are a number of approaches that various tools take to enable more
advanced analytics. For example, Autonomy uses Information Theory and
Bayesian Inference to put mathematical rigor into their analytics engine.®
Bayesian inference techniques enable the development of advanced algorithms
for recognizing patterns in digital data. Although Autonomy supports tradi-
tional keyword searching and Boolean searching with which counsel is very
likely familiar, the software also employs mathematically complex algorithms
to recognize patterns occurring in communications and to group documents
based on those patterns. The software “learns” from the content it processes
and groups documents based on statistical probability that they relate to the
same concept. As more data is processed, the software continues to learn and
the probabilities are refined. Using this approach, Autonomy allows counsel
to begin reviewing the documents most likely to contain relevant material
first and then to migrate their review to other material as new information
emerges.

Cataphora takes a different approach to enabling advanced search and analytics by
using standard and custom ontologies as well as a branch of mathematics called
Lattice Theory (Stallings, 2003). Originally a term used by philosophers, ontology
“refers to the science of describing the kinds of entities in the world and how they
are related.” (Smith, Welty, McGuinness, 2004). As defined by Tom Gruber, “In the
context of computer and information sciences, an ontology defines a set of repre-
sentational primitives with which to model a domain of knowledge or discourse.
The representational primitives are typically classes (or sets), attributes (or proper-
ties), and relationships (or relations among class members)” (Liu & Ozsu, 2009). By
precisely defining individuals, classes (or sets, collections, types or kinds of things),
attributes, relations, functions, restrictions, rules, axioms (or assertions), and events
that can occur in a domain, an ontology models a domain. That complex model can
then be applied to a data set and the data can be visualized based on the model. For
example, an ontology about baseball might describe “bat,” “ball,” “base,” “park,”
“field,” “score,” and “diamond” and the interactions among those things whereas an
ontology about jewelry might describe “cut,” “color,” “clarity,” “carat,” “ring,” “dia-
mond,” “bride,” “engagement,” and “anniversary.” Using this ontology, documents
related to the baseball diamond would be grouped together, but grouped separately
from documents related to a jewelry business. In a dispute with another jeweler, one
party might quickly identify and mark as nonresponsive all the documents related
to baseball, even though they contain the keyword “diamond.”

" ou " ou

Attenex takes yet another approach to grouping documents and also presents a
visual depiction of their content to reviewers. During processing, Attenex iden-
tifies nouns and noun phrases and groups documents based on the frequency

6 See www.autonomy.com/content/Technology/autonomys-technology-unigue-combination-technologies/index.
en.html.



with which words commonly appear together based on statistical analysis. In
the visual depiction of the related documents, the word or phrase that causes
the documents to group together is directly available to the reviewer. In this
manner, documents that contain similar content—though not necessarily
identical content—are visually grouped together to enable counsel to review
them all at essentially the same time.

Stroz Friedberg's e-discovery database platform Stroz Discovery (www.stro-
zlic.com) implements two approaches to categorize documents. The first
approach uses pattern matching and rules-based analysis to encapsulate the
logic contained within a reviewer’s coding manual. In another approach, sta-
tistical algorithms are used to build a classification model from a sample
learning-set that was coded by the client. The software learns how counsel
coded the learning- set, develops a classification model based on what it sees,
then applies the model to new, uncoded documents. These technologies can
also be used in a hybrid of automatic and manual coding to suggest docu-
ment codes or to pre-annotate documents prior to counsel reviewing the doc-
uments (see Figure 3.28, provided by Christopher Cook).

There are other applications used in e-discovery that provide advanced ana-
lytics. A summary discussion of these applications, including aspects that set
them apart from one another, is beyond the scope of this chapter. Consult
the 2008 Socha-Gelbmann Electronic Discovery Survey (www.sochaconsulting.
com/2008survey/) for a review of software providers and service providers.
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The Sedona Conference has also published an excellent summary of differ-
ent technologies that hold promise for data reduction in e-discovery (Sedona
Conference, 2007).

Forensic examiners should be aware that these technologies and applications
exist, as they can be useful when performing analysis in other contexts such as
determining document distribution and identifying different versions of docu-
ments in a theft of intellectual property case.

Data Transformation and Review

After the data processing has been completed, the next phase is transformation of
the data into a format for counsel review, and then the subsequent review of that
data by counsel. Forensic examiners are typically not involved in the data trans-
formation and review phases, especially in instances where data was processed
with an e-discovery database platform that will also host the data for review by
counsel. It is also our experience that forensic examiners are not often asked to
“transform” the data for review, which is typically done by creating a load file so
the responsive data can be uploaded into a review tool such as Concordance or
Summation. In instances where this is requested, there are tools such as Discovery
Assistant that can perform this process. As with any tool, the examiner should
ensure that he or she has a thorough understanding of how the tool functions, and
performs sufficient quality assurance to ensure a complete and accurate result.

PRODUCTION OF ELECTRONIC DATA

Data identified by the attorneys to produce to the opposing party is often pro-
vided after having been converted to an image format such as Adobe PDF or
TIFE and is delivered with a corresponding load file containing associated
fielded information about each file. A digital examiner or investigator may be
asked to verify the accuracy and completeness of the information before it is
produced to the opposing party. In these instances, the following quality assur-
ance steps should be included:

m Data Volume: The examiner should verify that the number and types
of files to be produced equals the number in the production set. For
example, in most load files original single documents are broken up
into document families, with each member of the document family
having its own row or entry in the load file. In this way, an e-mail
message would be recorded in one row of the load file, and the
attachment to the e-mail would be recorded in a different row, with one
of the fields for both entries documenting the e-mail and attachment
relationship. Therefore if the examiner is attempting to confirm
that 400 e-mails were included in the production, and there are 700
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entries in the load file, the examiner would need to further segregate
the e-mails and their attachments to ensure an accurate count and
comparison.

m Metadata: The examiner should verify that the metadata recorded in
the load file is consistent and accurate. This is often achieved through
reviewing a suitable sample set, as the sheer number of files in the
production datasets precludes the ability to review each metadata field for
each file. This review should encompass both an overall general review
of the fields and format, and a comparison of specific documents and
their corresponding metadata in the load file to verify that the load file
information accurately represents the metadata of the native file. The
examiner should check that all required fields are present and populated
with valid information in a consistent format. Special attention should be
paid to the date fields to ensure that all dates are formatted consistently,
especially in cases where data from multiple countries were processed.

m Image Files: If documents have been converted to file formats such as
TIFF or PDE the examiner should review a suitable sample set to verify
that the image file accurately represents the native file.

m Text Fields or Files: In instances where documents have been converted
to image files, the text of a document can be included for searching
purposes either as a field in the load file or as a separate text file. If this
is the case, the examiner should review a suitable sample set to confirm
that the text provided is complete and accurate.

m Exception Files: The examiner should verify that any files not provided
in the production dataset were listed as an exception file, and accurately
identified as such. There are some files, such as database files, that,
due to their format, are not able to be converted to an image file. The
examiner should discuss with the attorneys how best to handle these
files; one option is to provide the files in native format.

FROM THE CASE FILES: THE IMPORTANCE OF QUALITY ASSURANCE

Digital examiners had been tasked with completing qual-
ity assurance of production load files of native e-documents
and e-mail that had been created by an outside e-discovery
vendor, and were to be delivered to the government regula-
tory agency. By performing the preceding quality assurance
steps on the production load files, the digital examinersiden-
tified missing data and inaccurate fields, including missing
nonmessage items such as calendar items and notes in the

native Lotus Notes database files, that the vendor had not
processed nor listed on the exception report, inconsistent
date formats populated in the date fields, such that some
entries were recorded as DD/MM/YYYY and some recorded
as MM/DD/YYYY, and inconsistent field headers between
different load files. The examiners reported these anoma-
lies to the vendor who reproduced accurate and complete
load files.
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CONCLUSION

The e-discovery field is complex, and the technical and logistical challenges
routinely found in large e-discovery projects can test even the most experienced
digital forensic examiner. The high stakes nature of most e-discovery projects
leave little room for error at any stage of the process—from initial identifica-
tion and preservation of evidence sources to the final production and presen-
tation of results—and to be successful an examiner must understand and be
familiar with their role at each stage. The size and scope of e-discovery projects
require effective case management, and essential to effective case management
is establishing a strategic plan at the outset, and diligently implementing con-
structive and documented quality assurance measures throughout each step of
the process.
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CHAPTER 4

Intrusion Investigation

Eoghan Casey, Christopher Daywalt, and Andy Johnston

INTRODUCTION

Intrusion investigation is a specialized subset of digital forensic investigation
that is focused on determining the nature and full extent of unauthorized
access and usage of one or more computer systems. We treat this subject with
its own chapter due to the specialized nature of investigating this type of activ-
ity, and because of the high prevalence of computer network intrusions.

If you are reading this book, then you probably already know why you need to
conduct an investigation into computer network intrusions. If not, it is impor-
tant to understand that the frequency and severity of security breaches has
increased steadily over the past several years, impacting individuals and organ-
izations alike. Table 4.1 shows that the number of publicly known incidents
has risen dramatically since 2002.

These security breaches include automated malware that collects usernames and
passwords, organized theft of payment card information and personally identifi-
able information (PII), among others. Once intruders gain unauthorized access
to a network, they can utilize system components such as Remote Desktop or
customized tools to blend into normal activities on the network, making detec-
tion and investigation more difficult. Malware is using automated propagation
techniques to gain access to additional systems without direct involvement of
the intruder except for subsequent remote command and control. There is also
a trend toward exploiting nontechnological components of an organization.
Some of this exploitation takes the form of social engineering, often combined
with more sophisticated attacks targeting security weaknesses in policy imple-
mentation and business processes. Even accidental security exposure can require
an organization to perform a thorough digital investigation.

Copyright © 2010 by Eoghan Casey and Elsevier Inc. All rights reserved.
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CHAPTER 4 Intrusion Investigation

Table 4.1 Number of Publicly Known Incidents Compiled from
http://datalossdb.org (January 2009)

Year # of Incidents Known Change

2002 3 NA

2003 11 +266%

2004 22 +100%

2005 138 +527%

2006 432 +213%

2007 365 -15.5%

2008 493 +35%

FROM THE CASE FILES: ACCIDENTAL EXPOSURE

A service company that utilized a wide variety of outside ven-
dors maintained a database of vendors that had presented
difficulties in the past. The database was intended for inter-
nal reference only, and only by a small group of people within
the company. The database was accessible only from a web
server with a simple front end used to submit queries. The
web server, in turn, could be accessed only through a VPN to
which only authorized employees had accounts. Exposure of
the database contents could lead to legal complications for
the company.

During a routine upgrade to the web server software, the
access controls were replaced with the default (open) access

settings. This was only discovered a week later when an
employee, looking up a vendor in a search engine, found a link
to data culled from the supposedly secure web server.

Since the web server had been left accessible to the
Internet, it was open to crawlers from any search engine pro-
vider, as well as to anyone who directed a web browser to the
server's URL. In order to determine the extent of the expo-
sure, the server's access logs had to be examined to identify
the specific queries to the database and distinguish among
those from the authorized employees, those from web crawl-
ers, and any that may have been directed queries from some
other source.

Adverse impacts on organizations that experienced the most high impact inci-
dents, such as TJX and Heartland, include millions of dollars to respond to the
incident, loss of revenue due to business disruption, ongoing monitoring by
government and credit card companies, damage to reputation, and lawsuits
from customers and shareholders. The 2008 Ponemon Institute study of 43
organizations in the United States that experienced a data breach indicates
that the average cost associated with an incident of this kind has grown to
$6.6 million (Ponemon, 2009a). A similar survey of 30 organizations in the
United Kingdom calculated the average cost of data breaches at £1.73 million
(Ponemon, 2009b).



Furthermore, these statistics include only those incidents that are pub-
licly known. Various news sources have reported on computer network
intrusions into government-related organizations sourced from foreign
entities (Grow, Epstein & Tschang, 2008). The purported purpose of these
intrusions tends to be reported as espionage and/or sabotage, but due to
the sensitivity of these types of incidents, the full extent of them has not
been revealed. However, it is safe to say that computer network intrusions
are becoming an integral component to both espionage and electronic
warfare.

In addition to the losses directly associated with a security breach, victim orga-
nizations may face fines for failure to comply with regulations or industry
security standards. These regulations include Health Insurance Portability and
Accountability Act of 1996 (HIPAA), the Sarbanes-Oxley Act of 2002 (SOX),
the Gramm-Leach-Bliley Act (GLBA), and the Payment Card Industry Data
Security Standard (PCI DSS).

In the light of these potential consequences, it is important for the digi-
tal forensic investigators to develop the ability to investigate a computer
network intrusion. Investigating a security breach may require a combi-
nation of file system forensics, collecting evidence from various network
devices, scanning hosts on a network for signs of compromise, searching
and correlating network logs, combing through packet captures, and analyz-
ing malware. The investigation may even include nondigital evidence such
as sign-in books and analog security images. The complexity of incident
handling is both exciting and daunting, requiring digital investigators to
have strong technical, case management, and organizational skills. These
capabilities are doubly important when an intruder is still active on the
victim systems, and the organization needs to return to normal operations
as quickly as feasible. Balancing thoroughness with haste is a demanding
challenge, requiring investigators who are conversant with the technology
involved, and are equipped with powerful methodologies and techniques
from forensic science.

This chapter introduces basic methodologies for conducting an intrusion
investigation, and describes how an organization can better prepare to facil-
itate future investigations. This chapter is not intended to instruct you in
technical analysis procedures. For technical forensic techniques, see the
later chapters in this text that are dedicated to specific types of technology.
This chapter also assumes that you are familiar with basic network intrusion
techniques.

A theoretical intrusion investigation scenario is used throughout this chapter
to demonstrate key points. The scenario background is as follows:

Introduction
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INVESTIGATIVE SCENARIO

Part 1: Evidence Sources

A company located in Baltimore named CorpX has leamed that
at least some of their corporate trade secrets have been leaked
to their competitors. These secrets were stored in files on the
corporate intranet server on a firewalled internal network. A
former system administrator named Joe Wiley, who recently
left under a cloud, is suspected of stealing the files and the
theft is believed to have taken place on April 2, 2009, the day
after Joe Wiley was terminated. Using the following logs, we
will try to determine how the files were taken and identify any
evidence indicating who may have taken them:

= Asavpn.log: Logs from the corporate VPN (192.168.1.1)
= SecEvent.evt: Authentication logs from the domain
controller

Attacker
(130.132.1.26)

= Netflow logs: Netflow data from the internal network
router (10.10.10.1)
= Server logs from the SSH server on the DMZ (10.10.10.50)

Although the organization routinely captures network traffic
on the internal network (10.10.10.0), the data from the time
of interest is archived and is not immediately available for
analysis. Once this packet capture data has been restored
from backup, we can use it to augment our analysis of the
immediately available logs.

In this intrusion investigation scenario, the organization had
segmented high-value assets onto a secured network that
was not accessible from the Internet and only accessible from
certain systems within their network as shown in Figure 4.1.

Internet

10.10.10.1

Sniffer

NetFlow Collector Secure Server
(10.10.10.10) (10.10.10.50)
FIGURE 4.1

Syslog Server
(10.10.10.9)

192.168.1.1

10.10.30."

SSH Server
(10.10.30.2)

Network topology and monitoring for the intrusion investigation scenario used in this chapter.

Specifically, their network is divided into a DMZ (10.10.30.0/24)
containing employee desktops, printers, and other devices on
which sensitive information isn't (or at least shouldn't be) stored.
In order to simplify remote access for the sales force, a server on
DM can be accessed from the Internet using Secure Shell (SSH)
via a VPN requiring authentication for individual user accounts.
The internal network (10.10.10.0/24) is apparently accessible
only remotely using Remote Desktop via an authenticated VPN

connection. The intranet server (10.10.10.50) provides both web
(intranet) and limited drive share (SMB) services. In addition to
isolating their secure systems, they monitored network activi-
ties on the secured network using both NetFlow and full packet
capture as shown in Figure 4.1. However, they did not have all
of their system clocks synchronized, which created added work
when correlating logs as discussed in the section on combina-
tion/correlation later in this chapter.




METHODOLOGIES

The Incident Response Lifecycle

There are several different prevalent methodologies for responding to and
remediating computer security incidents. One of the more common is the
Incident Response Lifecycle, as defined in the NIST Special Publication 800-
61, “Computer Security Incident Handling Guide.” This document, along with
other NIST computer security resources, can be found at http://csrc.nist.gov.
The lifecycle provided by this document is shown in Figure 4.2.

Containment,

Eradication, Post-Incident

Preparation Detection

and Analysis and Recovery Activity

01282

FIGURE 4.2
NIST Incident Response Lifecycle (Scarfone, Grance & Masone, 2008).

The purpose of each phase is briefly described here:

m Preparation: Preparing to handle incidents from an organizational,
technical, and individual perspective.

m Detection and Analysis: This phase involves the initial discovery of
the incident, analysis of related data, and the usage of that data to
determine the full scope of the event.

m Containment, Eradication and Recovery: This phase involves the
remediation of the incident, and the return of the affected organization
to a more trusted state.

m Post-Incident Activity: After remediating an incident, the organization
will take steps to identify and implement any lessons learned from the
event, and to pursue or fulfill any legal action or requirements.

The NIST overview of incident handling is useful and deserves recognition for
its comprehensiveness and clarity. However, this chapter is not intended to pro-
vide a method for the full handling and remediating of security incidents. The
lifecycle in Figure 4.2 is provided here mainly because it is sometimes confused
with an intrusion investigation. The purpose of an intrusion investigation is
not to contain or otherwise remediate an incident, it is only to determine what
happened. As such, intrusion investigation is actually a subcomponent of inci-
dent handling, and predominantly serves as the second phase (Detection and
Analysis) in the NIST lifecycle described earlier. Aspects of intrusion investiga-
tion are also a component of the Post-incident Activity including presentation

Methodologies a
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of findings to decision makers (e.g., writing a report, testifying in court). This
chapter will primarily cover the process of investigating an intrusion and impor-
tant aspects of reporting results, as well as some of the preparatory tasks that can
make an investigation easier and more effective.

PRACTITIONER'S TIP: KEEP YOUR FOCUS

Forensic investigators are generally called to deal with  tion to bemoan inadequate evidence sources and missed
security breaches after the fact and must deal with the opportunities. There may be room in the final report for rec-
situation as it is, not as an IT security professional would ommendations on improving security, but only if explicitly
have it. There is no time during an intrusion investiga- requested.

Intrusion Investigation Processes: Applying

the Scientific Method

So if the Incident Response Lifecycle is not an intrusion investigation meth-
odology, what should you use? It is tempting to use a specialized, technical
process for intrusion investigations. This is because doing something as com-
plex as tracking an insider or unknown number of attackers through an enter-
prise computer network would seem to necessitate a complex methodology.
However, you will be better served by using simpler methodologies that will
guide you in the right direction, but allow you to maintain the flexibility to
handle diverse situations, including insider attacks and sophisticated external
intrusions.

In any investigation, including an intrusion case, you can use one or more
derivatives of the scientific method when trying to identify a way to proceed.
This simple, logical process summarized here can guide you through almost
any investigative situation, whether it involves a single compromised host, a
single network link, or an entire enterprise.

1. Observation: One or more events will occur that will initiate your
investigation. These events will include several observations that
will represent the initial facts of the incident. You will proceed from
these facts to form your investigation. For example, a user might have
observed that his or her web browser crashed when they surfed to a
specific web site, and that an antivirus alert was triggered shortly
afterward.

2. Hypothesis: Based upon the current facts of the incident, you will
form a theory of what may have occurred. For example, in the initial
observation described earlier, you may hypothesize that the web site
that crashed the user’s web browser used a browser exploit to load
a malicious executable onto the system.



3. Prediction: Based upon your hypothesis, you will then predict
where you believe the artifacts of that event will be located. Using
the previous example hypothesis, you may predict that there will be
evidence of an executable download in the history of the web browser.

4. Experimentation/Testing: You will then analyze the available evidence
to test your hypothesis, looking for the presence of the predicted
artifacts. In the previous example, you might create a forensic duplicate
of the target system, and from that image extract the web browser
history to check for executable downloads in the known timeframe.
Part of the scientific method is to also test possible alternative
explanations—if your original hypothesis is correct you will be able to
eliminate alternative explanations based on available evidence (this
process is called falsification).

5. Conclusion: You will then form a conclusion based upon the results
of your findings. You may have found that the evidence supports your
hypothesis, falsifies your hypothesis, or that there were not enough
findings to generate a conclusion.

This basic investigative process can be repeated as many times as necessary to
come to a conclusion about what may have happened during an incident. Its
simplistic nature makes it useful as a grounding methodology for more com-
plex operations, to prevent you from going down the rabbit hole of inefficient
searches through the endless volumes of data that you will be presented with
as a digital forensic examiner.

The two overarching tasks in an intrusion investigation to which the scientific
method can be applied are scope assessment and crime reconstruction. The process
of determining the scope of an intrusion is introduced here and revisited in
the section, “Scope Assessment,” later in this chapter. The analysis techniques
associated with reconstructing the events relating to an intrusion, and poten-
tially leading to the source of the attack, are covered in the section, “Analyzing
Digital Evidence” at the end of this chapter.

Methodologies a

FIGURE 4.3
Scope assessment process.

Determining Scope "
When you begin an intrusion investigation, you will not

Scope

Assessment [

know how many host and network segments have been
compromised. In order to determine this, you will need to
implement the process depicted in Figure 4.3. This overall Detection
process feeds scope assessment, which specifies the number
of actually and potentially compromised systems, network
segments, and credentials at a given point in time during the

Collection

investigation with the ultimate goal of determining the full
extent of the damage.

Analysis &




CHAPTER 4 Intrusion Investigation

The phases in the process are described here:

1. Scope Assessment: Specify the number of actually and potentially
compromised systems, network segments, and credentials at a given
point in time during the investigation.

. Collection: Obtain data from the affected systems, and surrounding

network devices and transmission media.

. Analyze: Consolidate information from disparate sources to enable

searching, correlation, and event reconstruction. Analyze available
data to find any observable artifacts of the security event. Correlate
information from various sources to obtain a more complete view of

the overall intrusion.

. Detection: Use any of the artifacts uncovered during the

analysis process to sweep the target network for any additional
compromised systems (feeding back into the Scope Assessment

phase).

The main purpose of the scope assessment cycle is to guide the investiga-
tor through the collection and analysis of data, and then push the results
into the search for additional affected devices. You will repeat this cycle
until no new compromised systems are discovered. Note that depending
upon your role, you may be forced to halt the cycle when the target orga-
nization decides that it is time to begin containment and/or any other

remediation tasks.

FROM THE CASE FILES: FAILURE TO DETERMINE SCOPE

The initial investigation into a data breach of a major com-
mercial company focused on its core credit card processing
systems, and found evidence of extensive data theft. Digital
investigators were dedicated to support the data breach of
the credit card systems, and were not permitted to look for
signs of intrusion in other areas of the company. One year
later, it was discovered that the same attackers had gained
unauthorized access to the primary servers in one of the
company's largest divisions one year before they targeted
the core credit card systems. The implications of this discov-
ery were far-reaching. Not only did the intruders have access
to sensitive data during the year prior to the discovery of
the intrusion, they had continuous access during the year

that digital investigators were focusing their efforts on the
core credit card processing systems. If the earlier intrusion
had been discovered during the initial investigation, there
would have been a better chance of finding related digital
evidence on the company’s IT systems. However, two years
after the initial intrusion, very limited information was avail-
able, making it difficult for digital investigators to determine
where the intrusion originated and what other systems on
the company's network were accessed. Until digital investi-
gators learned about the earlier activities, they had no way to
determine how the intruders originally gained unauthorized
access to the company’s network. As a result, remediation
efforts were not addressing the root of the problem.
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In certain cases, the evidence gathered from the victim network may
lead to intermediate systems used by the attacker, thus expanding the
scope of the investigation. Ultimately, the process depicted in Figure 4.3

can expand to help investigators track down the attacker.

PRACTITIONER'S TIP: GET IT IN WRITING!

As with any digital investigation, make sure you are
authorized to perform any actions deemed necessary in
response to a security breach. We have dealt with sev-
eral cases in which practitioners have been accused of
exceeding their authorization. Even if someone com-
mands you to perform a task in an investigation, ask for it
in writing. If it isn't written down, it didn't happen. Ideally
the written authorization should provide specifics like

who or what will be investigated, whether covert imag-
ing of computers is permitted, what types of monitoring
should be performed (e.g., computer activities, eaves-
dropping on communications via network or telephones
or bugs, surveillance cameras), and who is permitted to
examine the data. Also be sure that the person giving
you written authorization is authorized to do so! When in
doubt, get additional authorization.

PREPARATION

Sooner or later, almost every network will experience an information secu-
rity breach. These breaches will range from simple spyware infections to
a massive, intentional compromise from an unknown source. Given the
increasing challenges of detecting and responding to security breaches,
preparation is one of the keys to executing a timely and thorough response
to any incident. Any experienced practitioner will tell you that it is more
straightforward to investigate an incident when the problem is detected
soon after the breach, when evidence sources are preserved properly, and
when there are logs they can use to reconstruct events relating to the crime.
The latest Ponemon Institute study indicates that the cost of data breaches
were lower for organizations that were prepared for this type of incident
(Ponemon, 2009a).

Therefore, it makes sense to design networks and equip personnel in such a
way that the organization can detect and handle security events as quickly
and efficiently as possible, to minimize the losses associated with down-
time and data theft. Preparation for intrusion investigation involves devel-
oping policies and procedures, logging infrastructure, configuring computer
systems as sources of evidence, a properly equipped and trained response
team, and performing periodic incident response drills to ensure overall
readiness.



m CHAPTER 4 Intrusion Investigation
PRACTITIONER'S TIP: USE HOME FIELD ADVANTAGE

Digital investigators should use their knowledge and control
of the information systems to facilitate intrusion investiga-
tion as much as feasible. It is important for digital investi-
gators to know where the most valuable information assets
(ak.a., crown jewels) are located. Since this is the informa-
tion of greatest concern, it deserves the greatest attention.
Furthermore, even if the full scope of a networkwide secu-
rity breach cannot be fully ascertained, at least the assurance
that the crown jewels have not been stolen may be enough to
avoid notification obligations.

Developing an understanding of legitimate access to the
crown jewels in an organization can help digital investigators
discermn suspicious events. Methodically eliminating legiti-
mate events from logs leaves a smaller dataset to examine
for malicious activity. For instance, connections to a secure
customer database may normally originate from the subnet

used by the Accounting Department, so connections from any
other subnet within the organization deserve closer atten-
tion. In short, do not just instrument the Internet borders of
an organization with intrusion detection systems and other
monitoring systems. Some intermal monitoring is also needed,
especially focused monitoring of systems that contain the
most valuable and sensitive data.

Beyond being able to monitor activities on hosts and net-
works, it is useful to establish baselines for host configura-
tion and network activities in order to detect deviations from
the norm. Added advantage can be gained through strategic
network segmentation prior to an incident, placing valuable
assets in more secure segments, which can make contain-
ment easier. Under the worst circumstances, secure segments
can be completely isolated from the rest of the network until
remediation is complete.

One of the most crucial aspects of preparation for a security breach is identifying
and documenting the information assets in an organization, including the loca-
tion of sensitive or valuable data, and being able to detect and investigate access
to these key resources. An organization that does not understand its information
assets and the associated risks cannot determine which security breaches should
take the highest priority. Effective intrusion investigation is, therefore, highly
dependent on good Risk Management practices. Without a Risk Management plan,
and the accompanying assessment and asset inventory, incident handling can become
exceedingly difficult and expensive. An intelligent approach to forensic prepared-
ness is to identify the path these information assets take within the business pro-
cesses, as well as in the supporting information systems. Data about employees,
for example, will likely be maintained in offices responsible for Personnel and
Payroll. Customer information may be gathered by a sales force and eventually
end up in an Accounting office for billing. Such information may be stored and
transmitted digitally around the clock in a large business. Security measures need
to be put in place to safeguard and track this information and to insure that only
appropriate parties have access to it.

Being able to gauge the relative severity of an incident, and knowing when
to launch an investigation is the first step in effective handling of security
breaches. The inability to prioritize among different incidents can be more
harmful to a business than the incidents themselves. Imagine a bank that
implemented an emergency response plan (designed for bank robberies) each
time an irate customer argued with a manager over unexplained bank charges.
Under these conditions, most banks would be in constant turmoil and would
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lose most of their customers. In information security, incidents must undergo
a triage process in order to prioritize the most significant problems and not
waste resources on relatively minor issues.

This section of the text enumerates some of the more important steps that can
be taken to ensure that future intrusion investigations can be conducted more
effectively. Note that this section is not intended to be comprehensive with
respect to security recommendations; only recommendations that will assist in

an investigation are listed.

FOR YOUR LOST KEYS

When preparing an organization from a forensic perspective,
it is important to look beyond expected avenues of attack,
since intrusion often involve anomalous and wily activities
that bypass security. Therefore, effective forensic preparation
must account for the possibility that security mechanisms
may not be properly maintained or that they may be partially
disabled through improper maintenance. Moreover, all mech-
anisms may work exactly as intended, yet still leave avenues
of potential exploitation. A prime example of this arises in
security breach investigations when firewall logs show only
denied access attempts but will not record a successful
authentication that may be an intrusion. In such cases, it is
more important to have details about successful malicious
connections than about unsuccessful connection attempts.
Therefore, logs of seemingly legitimate activity, as well as
exceptional events, should be maintained.

As another example, social engineering exploits often target
legitimate users and manipulate them into installing malware

PRACTITIONER'’S TIP: DON'T JUST LOOK IN THE LAMPLIGHT

or providing data that can be used for later attacks. Intrusion
Prevention/Detection Systems will record suspicious or clearly
hostile activity, but investigation of sophisticated attacks
requires examination of normal system activity as well. Social
engineering attacks do not exploit technological vulnerabili-
ties and normally do not carry any signatures to suggest hos-
tile activity. It is important to realize that, in social engineering
attacks, all technological components are behaving exactly
as they were designed to. It is the design of the technology,
and often the design of the business process supported by
the technology, that is being exploited. Since an exploit may
not involve any unusual transactions within the information
systems, the forensic investigator must be able to investigate
normal activity, as well as exceptional activity, within an IT
infrastructure. For this reason, preparing for an incident also
supports the ongoing information assurance efforts of an orga-
nization, helping practitioners maintain the confidentiality,
integrity and availability of information.

Asset/Data Inventory

The rationale for this is straightforward. To protect an organization’s assets, and
investigate any security event that involves them, we must know where they
are, and in what condition they are supposed to be. To benefit an intrusion
analysis several key types of asset documentation should be kept, including:

= Network topology. Documents should be kept that detail how a
network is constructed, and identify the logical and physical boundaries.
A precisely detailed single topology document is not feasible for the
enterprise, but important facets can be recorded, such as major points
of ingress/egress, major internal segmentation points, and so on.
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m Physical location of all devices. Forensic investigators will inevitably
need to know this information. It is never a good situation when digital
investigators trace attacker activity to a specific host name, and nobody
at the victimized organization has any idea where the device actually is.

m Operating system versions and patch status. It is helpful to the
intrusion investigator to understanding what operating systems are in
use across the network, and to what level they are patched. This will
help to determine the potential scope of any intrusion.

m Location of key data. This could be an organization’s crown jewels, or
any data protected by law or industry regulations. If an organization
maintains data that is sufficiently important that it would be harmed
by the theft of that data, then its location should be documented. This
includes the storage location, as well as transit paths. For example, credit
data may be sent from a POS system, through a WAN link to credit
relay servers where it is temporarily stored, and then through a VPN
connection to a bank to be verified. All of these locations and transit
paths should be documented thoroughly for valuable or sensitive data.

Fortunately, this is a standard IT practice. It is easier to manage an enterprise
environment when organizations know where all of their systems are, how the
systems are connected, and their current patch status. So an organization may
already be collecting this information regularly. All that a digital investigator
would need to know is how to obtain the information.

Policies and Procedures

Although they might not be entertaining to read and write, policies and proce-
dures are necessary for spelling out exactly how an organization will deal with
a security event when it occurs. An organization with procedures will expe-
rience more efficient escalations from initial discovery to the initiation of a
response. An organization without procedures will inevitably get bogged down
in conference calls and arguments about how to handle the situation, dur-
ing which the incident could continue unabated and losses could continue to
mount. Examples of useful policies and procedures include:

m Key staff: This will define all individuals who will take part in an
intrusion investigation, and what their roles will be. (See the section,
“Organizational Structure” of this chapter for a description of
common roles.)

m Incident definition and declaration thresholds: These will define what
types of activity can be considered a security incident and when an
organization will declare that an incident has occurred and initiate a
response (and by extension an investigation).



m Escalation procedures: These will define the conditions under which
an organization will escalate security issues, and to whom.

m Closure guidelines: These will define the conditions under which an
incident is considered closed.

m Evidence handling procedures: These will define how items of evidence
will be handled, transferred, stored, and otherwise safeguarded. This will
include chain of custody and evidence documentation requirements,
and other associated items.

m Containment and remediation guidelines: This will define the
conditions under which an organization will attempt to contain and
remediate an incident. Even if this is not your job as an investigator,
it is important to understand when this will be done so that you can
properly schedule your investigation to complete in time for this event.

m Disclosure guidelines: These will specify who can and should be
notified during an investigation, and who should not.

® Communication procedures: These will define how the investigative
team will communicate without alerting the attacker to your activity.

® Encryption/decryption procedures: These will define what is encrypted
across an organization’s systems, and how data can be decrypted if
necessary. Investigative staff will need access to the victim organization’s
decryption procedures and key escrow in order to complete their work if
the enterprise makes heavy use of on-disk encryption.

In terms of forensic preparation, an organization must identify the mecha-
nisms for transmission and storage of important data. Beyond the data flows,
policies should be established to govern not just what data is stored, but how
long it is stored and how it should be disposed of. These policies will not be
determined in terms of forensic issues alone, but forensic value should be con-
sidered as a factor when valuing data for retention. As with many issues involv-
ing forensic investigation and information security in general, policies must
balance trade-offs among different organizational needs.

Host Preparation

Computer systems are not necessarily set up in such a way that their configu-
ration will be friendly to forensic analysis. Take for example NTFS Standard
Information Attribute Last Accessed Time date-time stamp on modern
Windows systems. Vista is configured by default not to update this date-time
stamp, whereas previous versions of Windows would. This configuration is not
advantageous for forensic investigators, since date-time stamps are used heav-
ily in generating event timelines and correlating events on a system.

Preparation
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It will benefit an organization to ensure that its systems are configured to facil-
itate the job of the forensic investigator. Setting up systems to leave a more
thorough audit trail will enable the investigator to determine the nature and
scope of an intrusion more quickly, thereby bringing the event to closure more
rapidly. Some suggestions for preparing systems for forensic analysis include:

m Activate OS system and security logging. This should include auditing of:

m Account logon events and account management events

= Process events

m File/directory access for sensitive areas (both key OS directories/files
as well as directories containing data important to the organization)

m Registry key access for sensitive areas, most especially those that
involve drivers and any keys that can be used to automatically start
an executable at boot (note that this is available only in newer
versions of Windows, not in Windows XP)

PRACTITIONER'’S TIP: WINDOWS AUTORUN LOCATIONS

Aren't sure which locations to audit? Use the tool auto-
runs from Microsoft (http://technet.microsoft.com/en-us/

access to these locations can be extremely valuable, and set-
ting them up would be a great start. This same program is

sysinternals/bb963902.aspx) on a baseline system. It will give
you a list of locations on the subject system that can be used
to automatically run a program. Any location fed to you by
autoruns should be set up for object access auditing. Logs of

useful when performing a forensic examination of a potentially
compromised host. For instance, instructing this utility to list
all unsigned executables configured to run automatically can
narrow the focus on potential malware on the system.

m Turn on file system journals, and increase their default size. The larger
they are, the longer they can retain data. For example, you can instruct
the Windows operating system to record the NTFS journal to a file of
a specific size. This journal will contain date-time stamps that can be
used by a forensic analyst to investigate file system events even when the
primary date-time stamps for file records have been manipulated.

m Activate all file system date-time stamps, such as the Last Accessed
time previously mentioned in Vista systems. This can be done
by setting the following Registry DWORD value to 0: HKLM\
SYSTEM\CurrentControlSet\Control\FileSystem\
NtfsDisableLastAccessUpdate

m Ensure that authorized applications are configured to keep a history file
or log. This includes web browsers and authorized chat clients.

m Ensure that the operating system is not clearing the swap/page file when
the system is shut down, so that it will still be available to the investigator
who images after a graceful shutdown. In Windows this is done by
disabling the Clear Virtual Memory Pagefile security policy setting,
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® Ensure that the operating system has not been configured to encrypt the
swap/page file. In newer versions of Windows, this setting can be found
in the Registry at HKLM\ SYSTEM\CurrentControlSet\Control\
FileSystem\NtfsEncryptPagingFile.

m Ensure that the log file for the system’s host-based firewall is turned on,

and that the log file size has been increased from the default.

PRACTITIONER'’S TIP: HOST-BASED TRACES

Right about now, you might be saying something along the
lines of “But attackers can delete the log files” or “The bad
guys can modify file system date-time stamps.” Of course
there are many ways to hide one’s actions from a foren-
sic analyst. However, being completely stealthy across an
enterprise is not an easy task. Even if they tried to hide their
traces, they may be successtul in one area, but not in another.
That is why maximizing the auditing increases your chances

to catch an attacker. To gain more information at the host
level, some organizations deploy host-based malware detec-
tion systems. For instance, one organization used McAfee
ePolicy Orchestrator to gather logs about suspicious activi-
ties on their hosts, enabling investigators to quickly identify
all systems that were targeted by a particular attacker based
on the malware. Let us continue the list for some helpful hints
in this area.

m Configure antivirus software to quarantine samples, not to delete them.
That way if antivirus identifies any malicious code, digital investigators
will have a sample to analyze rather than just a log entry to wonder

about.

m Keep log entries for as long as possible given the hardware constraints
of the system, or offload them to a remote log server.

m If possible, configure user rights assignments to prevent users from

changing the settings identified earlier.

m If possible, employ user rights assignments to prevent users from
activating native operating system encryption functions—unless they
are purposefully utilized by the organization. If a user can encrypt data,
they can hide it from you, and this includes user accounts used by an

attacker.

PAGEFILE PROS AND CONS

Note that this will leave the pagefile on disk when the sys-
tem is shut down, which some consider a security risk.
Note that some settings represent a tradeoff between
assisting the investigator and securing the system. For
example, leaving the swap/page file on disk when the
system is shut down is not recommended if the device is

at risk for an attack involving physical access to the disk.
The decision in this tradeoff will depend upon the sensitiv-
ity of the data on the device, and the risk of such an attack
occurring. Such decisions will be easier if the organization
in question has conducted a formal risk assessment of their
enterprise.
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Logging Infrastructure

The most valuable resources for investigating a security breach in an enter-
prise are logs. Gathering logs with accurate timestamps in central locations,
and reviewing them regularly for problems will provide a foundation for secu-
rity monitoring and forensic incident response.

Most operating systems and many network devices are capable of logging their
own activities to some extent. As discussed in Chapter 9, “Network Analysis,”
these logs include system logs (e.g., Windows Event logs, UNIX syslogs), appli-
cation logs (e.g., web server access logs, host-based antivirus and intrusion
detection logs), authentication logs (e.g., dial-up or VPN authentication logs),
and network device logs (e.g., firewall logs, NetFlow logs).

A LOG BY ANY OTHER NAME...

The National Institute of Standards and Technology pub-
lication SP800-92, “Guide to Computer Security Log
Management” provides a good overview of the policy and
implementation issues involved in managing security logs.
The paper presents log management from a broad security
viewpoint with attention to compliance with legally man-

and networks.” A forensic definition would be broader: “any
record of the events relevant to the operation of an organi-
zation's systems and networks.” In digital investigation, any
record with a timestamp or other feature that allows correla-
tion with other events is a log record. This includes file time-
stamps on storage media, physical sign-in logs, frames from

security cameras, and even file transaction information in
volatile memory.

dated standards. The publication defines a log as “a record
of the events occurring within an organization's systems

Having each system keep detailed logs is a good start, but it isn't enough.
Imagine that you have discovered that a particular rootkit is deleting the
Security Event Logs on Windows systems that it infects, and that action leaves
Event ID 517 in the log after the deletion. Now you know to look for that
event, but how do you do that across 100,000 systems that each store their logs
locally? Uh-oh. Now you've got a big problem. You know what to look for, but
you don't have an efficient way to get to the data.

PRACTITIONER'S TIP: MAKING DO WITHOUT CENTRALIZED LOGGING

When a centralized source of Windows Event logs is not
available, we have been able to determine the scope of an
incident to some degree by gathering the local log files
from every host on the network. However, this approach is
less effective than using a centralized log server because

individual hosts may have little or no log retention, and the
intruder may have deleted logs from certain compromised
hosts. In situations in which the hosts do not have synchro-
nized clocks, the correlation of such logs can become a very
daunting task.

The preceding problem is foreseeable and can be solved by setting up a remote
logging infrastructure. An organization’s systems and network devices can and
should be configured to send their logs to central storage systems, where they
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will be preserved and eventually archived. Although this may not be feasible
for every system in the enterprise, it should be done for devices at ingress/egress
points as well as servers that contain key data that is vital to the organization, or
otherwise protected by law or regulations. Now imagine that you want to look
for a specific log event, and all the logs for all critical servers in the organization
are kept at a single location. As a digital investigator, you can quickly and eas-
ily grab those logs, and search them for your target event. Collecting disparate
logs on a central server also provides a single, correlated picture of all the orga-
nization's activity on one place that can be used for report generation without
impacting the performance of the originating systems. Maintaining centralized
logs will reduce the time necessary to conduct your investigation, and by exten-
sion it will bring your organization to remediation in a more timely manner.

There are various types of solutions for this, ranging from using free log aggre-
gation software (syslog) to commercial log applications such as Splunk, which
provide enhanced indexing, searching, and reporting functions. There are also
log aggregation and analysis platforms dedicated to security. These are some-
times called Security Event Managers, or SEMs, and a common example is
Cisco MARS. Rolling out any of these solutions in an enterprise is not a trivial
task, but will significantly ease the burden of both intrusion analysts as well as
a variety of other roles from compliance management to general troubleshoot-
ing. Due to the broad appeal, an organization may be able to leverage multiple
IT budgets to fund a log management project.

PRACTITIONER'S TIP: NETWORK-LEVEL LOGGING

To gain better oversight of network-level activities, it is use-  in activity. Second, session data (e.g., NetFlow or Argus logs)
ful to gather three kinds of information. First, statistical infor-  provide an overview of network activities, including the
mation is useful for monitoring general trends. For instance, timing of events, end-point addresses, and amount of data.
a protocol pie chart can show increases in unusual traffic  Third, traffic content enables digital investigators to drill into
whereas a graph of bytes/minute can show suspicious spikes ~ packet payloads for deeper analysis.

Because central log repositories can contain key information about a security
breach, they are very tempting targets for malicious individuals. Furthermore,
by their nature, security systems often have access to sensitive information
as well as being the means through which information access is monitored.
Therefore, it is important to safeguard these valuable sources of evidence
against misuse by implementing strong security, access controls, and audit-
ing. Consider using network-based storage systems (network shares, NFS/AFS
servers, NAS, etc.) with strong authentication protection to store and provide
access to sensitive data. Minimizing the number of copies of sensitive data and
allowing access only using logged authentication will facilitate the investiga-
tion of a security breach.
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Having granular access controls and auditing on central log servers has the
added benefit of providing a kind of automatically generated chain of custody,
showing who accessed the logs at particular times. These protective measures
can also help prevent accidental deletion of original logs while they are being
examined during an investigation.

PRACTITIONER'S TIP: OVERSIGHT

Technical controls can be undermined if a robust gover-
nance process is not in place to enforce them. An oversight
process must be followed to grant individuals access to

logging and monitoring systems. In addition, periodic audits
are needed to ensure that the oversight process is not being
undermined.

A common mistake that organizations make is to configure logging and only
examine the logs after a breach occurs. To make the most use of log reposito-
ries, it is necessary to review them routinely for signs of malicious activity and
logging failures. The more familiar digital investigators are with available logs,
the more likely they are to notice deviations from normal activity and the bet-
ter prepared they will be to make use of the logs in an investigation. Logs that
are not monitored routinely often contain obvious signs of malicious activi-
ties that were missed. The delay in detection allows the intruder more time to
misuse the network, and investigative opportunities are lost. Furthermore, logs
that are not monitored on a routine basis often present problems for digital
investigators, such as incomplete records, incorrect timestamps, or unfamiliar
formats that require specialized tools and knowledge to interpret.

PRACTITIONER'’S TIP: INCOMPLETE LOGS

We have encountered a variety of circumstances that have
resulted in incomplete logs. In several cases, storage quotas on
the log file or partition had been exceeded and new logs could
not be saved. This logging failure resulted in no logs being avail-
able for the relevant time period. In another case, a Packeteer
device that rate-limited network protocols was discarding the
majority of NetFlow records from a primary router, preventing

them from reaching the central collector. As a result, the avail-
able flow information was misleading because it did not include
large portions of the network activities during the time of inter-
est. As detailed in Chapter 9 (Network Investigations), NetFlow
logs provide a condensed summary of the traffic through rout-
ers. They are designed primarily for network management, but
they can be invaluable in an investigation of network activity.

Incomplete or inaccurate logs can be more harmful than helpful, diverting the
attention of digital investigators without holding any relevant information.
Such diversions increase the duration and raise the cost of such investigations,
which is why it is important to prepare a network as a source of evidence.

A simple and effective approach to routine monitoring of logs is to generate daily,
weekly, or monthly reports from the logs that relate to security metrics in the
organization. For instance, automatically generating summaries of authentication



(failed and successful) access activity to secure systems on a daily basis can reveal
misuse and other problems. In this way, these sources of information can be used
to support other information assurance functions, including security auditing. It
is also advisable to maintain and preserve digital records of physical access, such
as swipe cards, electronic locks, and security cameras using the same procedures
as those used for system and network logs.

Log Retention

In digital investigative heaven, all events are logged, all logs are retained for-
ever, and unlimited time and resources are available to examine all the logged
information. Down on earth, however, it does not work that way. Despite
the ever-decreasing cost of data storage and the existence of powerful log
management systems, two cost factors are leading many organizations to review
(or create) data retention policies that mandate disposal of information based
on age and information type. The first factor is simply the cost of storing data
indefinitely. Although data storage costs are dropping, the amount of digital
information generated is increasing. Lower storage costs per unit of data do
not stop the total costs from becoming a significant drain on an IT budget if all
data is maintained in perpetuity (Gartner, 2008). The second factor is the cost
of accessing that data once it has been stored. The task of sifting through vast
amounts of stored data, such as e-mail, looking for relevant information can
be overwhelming. Therefore, it is necessary to have a strategy for maintaining
logs in an enterprise.

Recording more data is not necessarily better; generally, organizations
should only require logging and analyzing the data that is of greatest
importance, and also have non-mandatory recommendations for which
other types and sources of data should be logged and analyzed if time
and resources permit. (NIST SP800-92)

This strategy involves establishing log retention policies that identify what logs
will be archived, how long they will be kept, and how they will be disposed of.
Although the requirements within certain sectors and organizations vary, we
generally recommend having one month of logs immediately accessible and
then two years on backup that can be restored within 48 hours. Centralized
logs should be backed up regularly and backups stored securely (off-site, if
feasible).

Clearly documented and understood retention policies provide two advan-
tages. First, they provide digital investigators with information about the logs
themselves. This information is very useful in planning, scheduling, and man-
aging an effective investigation from the start. Second, if the organization is
required by a court to produce log records, the policies define the existing busi-
ness practice to support the type and amount of logs that can be produced.

Preparation a



Note that the approach
to network architec-
ture issues may need
to vary with the nature
of the organization. In
the case of a univer-
sity or a hospital, for
instance, there may be
considerable resistance
to decrypting HTTPS
traffic at a proxy. As
with all other aspects
of preparedness, the
final design must be a
compromise that best
serves all of the organi-
zation's goals.
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It is important to make a distinction between routine log retention prac-
tices and forensic preservation of logs in response to a security breach. When
investigating an intrusion, there is nothing more frustrating than getting to a
source of evidence just days or hours after it has been overwritten by a rou-
tine process. This means that, at the outset of an investigation, you should
take steps to prevent any existing data from being overwritten. Routine log
rotation and tape recycling should be halted until the necessary data has been
obtained, and any auto deletion of e-mail or other data should be stopped
temporarily to give investigators an opportunity to assess the relevance and
importance of the various sources of information in the enterprise. An effec-
tive strategy to balance the investigative need to maximize retention with the
business need for periodic destruction is to snapshot/freeze all available log
sources when an incident occurs. This log freeze is one of the most critical
parts of an effective incident response plan, promptly preserving available
digital evidence.

Network Architecture

The difficulty in scoping a network intrusion increases dramatically with the
complexity of the network architecture. The more points of ingress/egress
added to an enterprise network, the more difficult it becomes to monitor
intruder activities and aggregate logs. In turn, this will make it more diffi-
cult to monitor traffic entering and leaving the network. If networks are built
with reactive security in mind, they can be set up to facilitate an intrusion
investigation.

m Reduce the number of Internet gateways, and egress/ingress points
to business partners. This will reduce the number of points digital
investigators may need to monitor.

m Ensure that every point of ingress/egress is instrumented with a
monitoring device.

m Do not allow encrypted traffic in and out of the organization’s network
that is not sent through a proxy that decrypts the traffic. For example,
all HTTPS traffic initiated by workstations should be decrypted at a web
proxy before being sent to its destination. When organizations allow
encrypted traffic out of their network, they cannot monitor the contents.
m Remote logging. Did we mention logging yet? All network devices in an

organization need to be sending their log files to log server for storage
and safe keeping.



Domain/Directory Preparation

Directory services, typically Microsoft’s Active Directory, play a key role in how
users and programs are authenticated into a network, and authorized to per-
form specific tasks. Therefore Active Directory will be not only a key source
of information for the intrusion investigator, but will also often be directly
targeted by advanced attackers. Therefore it must be prepared in such a way
that intrusion investigators will be able to obtain the information they need.
Methods for this include:

m Remote logging. Yes, we have mentioned this before, but keeping logs
is important. This is especially true for servers that are hosting part
of a directory service, such as Active Directory Domain Controllers.
These devices not only need to be keeping records of directory-related
events, but logging them to a remote system for centralized access,
backup, and general safekeeping.

® Domain and enterprise administrative accounts should be specific to
individual staff. In other words, each staff member that is responsible for
some type of administrative work should have a unique account, rather
than multiple staff members using the same administrative account. This
will make it easier for digital investigators to trace unauthorized behavior
associated with an administrative account to the responsible individual
or to his or her computer.

®m Rename administrator accounts across all systems in the domain.
Then create a dummy account named “administrator” that does not
actually have administrative level privilege. This account will then
become a honey token, where any attempt to access the account is
not legitimate. Auditing access attempts to such dummy accounts will
help digital investigators in tracing unauthorized activity across
a domain or forest.

® Ensure that it is known which servers contain the Global Catalog, and
which servers fill the FSMO (Flexible Single Master Operation) roles.
The compromise of these systems will have an effect on the scope of
the potential damage.

m Ensure that all trust relationships between all domains and external entities
are fully documented. This will have an impact on the scope of the
intrusion.

m Use domain controllers to push policies down that will enforce
the recommendations listed under “Host Preparation” later in this
chapter.

Preparation a
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ACCOUNTABILITY

At the core of all authentication systems, there is a funda-
mental weakness. The system authenticates an entity as an
account and logs activity accordingly. Even with biometrics,
smart cards and all the other authentication methods, the
digital investigator is reconstructing activity that takes place
under an account, not the activity of an individual person. The

goal of good authentication is to minimize this weakness and
try to support the accountability of each action to an indi-
vidual person. Group accounts, like the group administrative
account mentioned earlier, seriously undermine this account-
ability. Accountability is not (or shouldn't be) about blame. It's
about constructing an accurate account of activities.

Time Synchronization

Date and time stamps are critical pieces of information for the intrusion inves-
tigator. Because an intrusion investigation may involve hundreds or thou-
sands of devices, the time settings for these devices should be synchronized.
Incorrect timestamps can create confusion, false accusations, and make it
more difficult to correlate events using multiple log types. Event correlation
and reconstruction can proceed much more efficiently if the investigators can
be sure that multiple sources of event reports are all using the same clock.
This is very difficult to establish if the event records are not recorded using
synchronized clocks. If one device is five minutes behind its configured time
zone, and another device is 20 minutes ahead, it will be difficult for an inves-
tigator to construct an event timeline from these two systems. This problem
is magnified when dealing with much larger numbers of systems. Therefore, it
is important to ensure that the time on all systems in an organization is syn-

chronized with a single source.

TIME SYNCHRONIZATION

= Cisco: Network Time Protocol www.cisco.com/en/
US/tech/tk648/tk362/tk461/tsd_technology_support_
sub-protocol_home.html

= Windows: How Windows Time Service Works (http://
technet.microsoft.com/en-us/library/cc773013.aspx)
» UNIX/Linux: Unix Unleashed 4th edition, Chapter 6

Operational Preparedness, Training and Drills

Following the proverb, “For want of a nail the shoe was lost,” a well-
developed response plan and well-designed logging infrastructure can be
weakened without some basic logistical preparation. Like any complex pro-
cedure, staff will be more effective at conducting an intrusion investiga-
tion if they have been properly trained and equipped to preserve and make
use of the available evidence, and have recent experience performing an
investigation.



PRACTITIONER'’S TIP: STOCK YOUR TOOLCHEST

Responding to an incident without adequate equipment, tools,
and training generally reduces the effectiveness of the response
while increasing the overall cost. For instance, rushing out to
buy additional hard drives at a local store is costly and wastes
time. This situation can be avoided by having a modest stock
of hard drives set aside for storing evidence. Other items that
are useful to have in advance include a camera, screwdrivers,
needle-nose pliers, flashlight, hardware write blockers, external
USB hard drive cases, indelible ink pens, wax pencils, plastic
bags of various sizes, packing tape, network switch, network
cables, network tap, and a fire-resistant safe. Consider having

Case Management and Reporting

some redundant hardware set aside (e.g., workstations, laptops,
network hardware, disk drives) in order to simplify securing
equipment and media as evidence without unduly impact-
ing the routine work. If a hard drive needs to be secured, for
instance, it can be replaced with a spare drive so that work isn't
interrupted. Some organizations also employ tools to perform
remote forensics and monitoring of desktop activities when
investigating a security breach, enabling digital investigators to
gather evidence from remote systems in a consistent manner
without having to travel to a distant location or rely on untrained
system administrators to acquire evidence (Casey, 2006).

Every effort should be made to send full-time investigators and other security
staff to specialized training every year, and there is a wide variety of incident han-
dling training available. However, it will be more difficult to train nonsecurity
technical staff in the organization to assist during an incident. If the organization
is a large enterprise, it may not be cost- and time-effective to constantly fly their
incident handlers around the country or around the world to collect data dur-
ing incidents. Instead the organization may require the help of system and net-
work administrators at various sites to perform operations to serve the collection
phase of an intrusion investigation (e.g., running a volatile data script, collecting
logs, or even imaging a system). In this situation it will also not be cost-effective
to send every nonsecurity administrator to specialized incident handling
training, at the cost of thousands of dollars per staff member. A more effective
solution is to build an internal training program, either with recorded briefings
by incident handling staff or even computer-based training (CBT) modules if
the organization has the capability to produce or purchase these. Coupled with
explicit data gathering procedures, an organization can give nonsecurity techni-
cal staff the resources they need to help in the event of an intrusion.

In addition to training, it is advisable to host regular response drills in your
organization. This is especially the case if the organization does not experience
security incidents frequently, and the security staff also performs other duties
that do not include intrusion investigation. As with any complex skill, one can
get out of practice.

CASE MANAGEMENT AND REPORTING

Effective case management is critical when investigating an intrusion, and is
essentially an exercise in managing fear and frustration. Managing an intrusion
investigation can be a difficult task, requiring you to manage large, dispersed
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teams and to maintain large amounts of data. Case management involves plan-
ning and coordinating the investigation, assessing risks, maintaining commu-
nication between those involved, and documenting each piece of media, the
resulting evidence, and the overall investigative process. Continuous communi-
cation is critical to keep everyone updated on developments such as new intruder
activities or recent security actions (e.g., router reconfiguration). Ideally, an inci-
dent response team should function as a unit, thinking as one. Daily debriefings
and an encrypted mailing list can help with the necessary exchange of informa-
tion among team members. Valuable time can be wasted when one uninformed
person believes that an intruder is responsible for a planned reconfiguration of
a computer or network device, and reacts incorrectly. Documenting all actions
and findings related to an incident in a centralized location or on an e-mail list
not only helps keep everyone on the same page, but also helps avoid confusion
and misunderstanding that can waste invaluable time.

The various facets of case management with respect to computer network intru-
sions are described in the following sections.

Organizational Structure

There are specific roles that are typically involved in an intrusion investigation
or incident response. Figure 4.4 is an example organizational chart of such
individuals, followed by a description of their roles.

Who are these people?

m Investigative Lead: This is the individual who “owns” the investigation.
This individual determines what investigative steps need to be
taken, delegates them to staff as needed, and reports all results to
management. The “buck” stops with this person.

m Designated Approval Authority: This is the nontechnical manager or
executive responsible for the incident response and/or investigation.
Depending on the size of the organization, it could be the CSO, or
perhaps the CIO or CTO. It is also the person who you have to ask
when you want to do something like take down a production server,
monitor communications, or leave compromised systems online while
you continue your investigation. This is the person who is going to
tell you “No” the most often.

m Legal Counsel: This is the person who tells the DAA what he or she
must or should do to comply with the law and industry regulation. This
is one of the people who will tell the DAA to tell you “No” when you
want to leave compromised devices online so that you can continue to
investigate. This person may also dictate what types of data need to be
retained, and for how long.
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FIGURE 4.4
Designated Approval Organizational chart.
Authority
Ii (C-level or director) —I
Financial Counsel Legal Counsel

Investigative Lead

Forensic Investigators
v Desktop Engineer /
OS Specialists Administrator
s Server Engineer / Device-Specific
M%'m‘fasligt';de Admin (Per Engineer / Admin
P Platform) (1SS, Firewall, etc.)
Log Analysis Network Engineer / Physical Security
Specialists Admin Manager

m Financial Counsel: This is the person who tells the DAA how much
money the organization is losing. This is one of the people you'll
have to convince that trying to contain an incident before you have
finished your investigation could potentially cost the organization
more money in the long run.

m Forensic Investigators: These are the digital forensics specialists. As the
Investigative Lead, these are the people you will task with collection
and analysis work. If the team is small, each person may be responsible
for all digital forensic analysis tasks. If the organization or team is
large, these individuals are sometimes split between operating system,
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malware, and log analysis specialists. These last two skills are absolutely
required for intrusion investigations, but may not be present in other
forms of digital investigation.

m IT Staff: These are the contacts who you will require to facilitate your
investigation through an organization.

u The Desktop Engineers will help you to locate specific desktop
systems both physically and logically, and to facilitate scans of
desktop systems across the network.

m Server Engineers will help you to locate specific servers both physically
and logically, and to facilitate scans of all systems across the network.

= Network Engineers will help you to understand the construction of the
network, and any physical or logical borders in place that could either
interfere with attacker operation, or could serve as sources of log data.

m Directory Service (Usually Active Directory) Administrators will help
you to understand the access and authorization infrastructure that
overlays the enterprise. They may help you to deploy scanning tools
using AD, and to access log files that cover user logins and other
activities across large numbers of systems.

m Security Staff: These individuals will assist you in gathering log files
from security devices across the network, and in deploying new logging
rules so that you can gather additional data that was not previously
being recorded. These are also the people who may be trying to lock
down the network and “fix” the problem. You will need to keep track
of their activities, whether or not you are authorized to directly manage
them, because their actions will affect your investigation.

PRACTITIONERS TIP: MINIMIZE EVIDENCE DYNAMICS

It is not uncommon for some technical staff to take initia-
tive during an incident, and to try and “help” by doing things
like port scanning the IP address associated with an attack,
running additional antivirus and spyware scans against in-
scope systems, or even taking potentially compromised
boxes offline and deleting accounts created by the intruders.

Unfortunately, despite the best intentions behind these
actions, they can damage your investigation by alerting the
intruder to your activities. You will need to ensure that all
technical staff understands that they are to take no actions
during an incident without the explicit permission of the lead
investigator or incident manager.

Any organization concerned about public image or publicly available infor-
mation should also designate an Outside Liaison, such as a Public Relations
Officer, to communicate with media. This function should report directly to
the Designated Approval Authority or higher and probably should not have
much direct contact with the investigators.
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Task Tracking

It can be very tempting just to plunge in and start collecting and analyzing
data. After all, that is the fun part. But intrusion investigations can quickly
grow large and out of hand. Imagine the following scenario. You have com-
pleted analysis on a single system. You have found a backdoor program and
two separate rootkits, and determined that the backdoor was beaconing to a
specific DNS host name. After checking the DNS logs for the network, you find
that five other hosts are beaconing to the same host name. Now all of a sud-
den you have five new systems from which you will need to collect and analyze
data. Your workload has just increased significantly. What do you do first, and
in what order do you perform those tasks?

To handle a situation like this, you will need to plan your investigation, set
priorities, establish a task list, and schedule those tasks. If you are running a
group of analysts, you will need to split those tasks among your staff in an effi-
cient delegation of workload. Perhaps you will assign one person the task of
collecting volatile data/memory dumps from the affected systems to begin tri-
age analysis, while another person follows the first individual and images the
hard drives from those same devices. You could then assign a third person to
collect all available DNS and web proxy logs for each affected system, and ana-
lyze those logs to identify a timeline of activity between those hosts and known
attacker systems. Table 4.2 provides an example of a simple task tracking chart.

Table 4.2 Example Chart for Tracking Tasks for Case Management
Purposes
Investigative Plan
Relevant
Step Task Procedures  Assigned To Status
1 Volatile data Proc-006 Bob Analyst & Complete 04/14/09
acquisition for Jane Analyst
devices server-03
and server-04
2 Disk acquisition for Proc-003 Bob Analyst & In Progress
devices server-03 Jane Analyst
and server-04
3 Netflow and firewall Proc-010 Tim Analyst In Progress
log acquisition for
site XYZ
4 Sniffer deployment Proc-019 Tim Analyst Not begun
to Reston site at
network border
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Task tracking is also important in the analysis phase of an intrusion investiga-
tion. Keeping track of which systems have been examined for specific items will
help reduce missed evidence and duplicate effort. For instance, as new intrusion
artifacts emerge during investigations like IP addresses and malware, perform-
ing ad hoc searches will inevitably miss items and waste time. It is important
to search all media for all artifacts; this can be tracked using a chart of relevant
media to record the date each piece of media was searched for each artifact list as
shown in Table 4.3. In this way, no source of evidence will be overlooked.

Table 4.3 Example Chart for Tracking Artifact Searches Performed on
All Systems within Scope for Case Management Purposes

Artifact List 1  Artifact List 1
Host (Active) (Unalloc) Artifact List2  Artifact List 3
Workstation-32  2/12/2009 2/13/2009 2/15/2009 2/18/2009
Fileserver-1 2/12/2009 2/13/2009 2/15/2009 2/17/2009
E-mailserver-2 ~ 2/12/2009 2/13/2009 2/15/2009 2/19/2009

PRACTITIONER'S TIP: CASE MANAGEMENT vs. PROJECT

MANAGEMENT

If case management sounds like project management, that's
because it is. Common project management processes and
tools may benefit your team. But that doesn't mean that you
can use just any project manager for running an investigation,
or run out immediately to buy MS Project to track your inves-
tigative milestones. A network intrusion is too complicated to
be managed by someone who does not have detailed technical

knowledge of computer security. It would be more effective to
take an experienced investigator, who understands the techni-
cal necessities of the trade, and further train that individual in
project management. If you take this approach, your integration
of project management tools and techniques into incident man-
agement will go more smoothly, and your organization may see
drastic improvem